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Abstract

With the increasing prevalence of multilingual societies and cross-cultural interactions, the ability to
synthesize natural-sounding code-switching speech has become crucial for enhancing communica-
tion and accessibility. However, the scarcity of appropriate code-switched datasets and the inherent
complexity of handling multiple languages within a single utterance pose significant challenges for
TTS systems. The purpose of this study is to explore Mandarin-English code-switching speech
synthesis based on FastSpeech2, with the goal of synthesizing speech that is both intelligible and
natural. This paper mainly explores two methods to achieve speech synthesis with code-switching
between Mandarin and English: (1) directly modeling Mandarin and English phonemes; (2) unifying
the input formats for both languages as phonological features(PF) based on the International Pho-
netic Alphabet (IPA). Additionally, considering that the current available open-source Mandarin and
English code-switching datasets are designed for Automatic Speech Recognition(ASR) and have
lower audio quality, this study recorded 500 high-quality Mandarin-English code-switching audio
clips as a fine-tuning dataset to improve the quality of the speech synthesized by the model. The
proposed method will be evaluated using subjective listening assessments. According to the MOS
results, directly modeling phonemes can produce intelligible speech, while modeling PF can pro-
duce speech that is both intelligible and natural. Successful development of code-switching TTS
systems as explored here can facilitate communication across languages, with applications in ed-
ucation, media, and assistive technologies. Here are some audio samples from the demo page:
https://wangyingiu.github.io/Mandarin_and_English_CS_TTS/

Keywords: Code-switching Speech Synthesis, Text-to-Speech Synthesis, Phonological Features,
Multilingual Speech Technology
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1 Introduction

With the advent of end-to-end Text-to-Speech (TTS) models such as Tacotron2(Shen et al., 2018])
and FastSpeech2(Ren et al., 2020), the quality and naturalness of monolingual speech synthesis have
been greatly improved, so that it is often difficult for ordinary listeners to distinguish whether the
audio is synthesized or real. However, this is still a challenging area for code-switched speech syn-
thesis.

Code-switching refers to the process during communication where people switch from one language
to another as needed. This switching can occur between sentences or within a single sentence(Zhou
et al., 2020). This phenomenon is very common in people’s daily lives, especially among speakers
who are fluent in multiple languages, they often switch between languages to express themselves
more precisely. In addition, with the advancement of technology, many proprietary terms such as
”AlI”, ”Chatgpt”, and ”APP” are difficult to find appropriate equivalents for in non-English contexts,
making code-switching an almost inevitable part of daily life.

In recent years, with the advancement in technology and the widespread popularity of smart home
appliances and electronic products, the application of voice technology in people’s daily lives has
become increasingly extensive. People are using voice technology to interact with machines more
frequently, such as Apple’s Siri, Xiaomi’s XiaoAi, and Amazon’s virtual assistant Alexa, all of them
provide voice interaction products, which greatly facilitate people’s lives. Therefore, considering
code-switching speech synthesis is crucial for providing a voice interaction product that satisfies
users.

However, many current TTS systems assume that the input is a single language rather than a code-
switched situation. Therefore, when synthesizing code-switched text, the TTS system usually cannot
correctly process the input text. Additionally, from a linguistic resource perspective, code-switching
is often considered as a low-resource language(Sitaram and Blackl, 2016), and the lack of code-
switching datasets shows a significant challenge. To build such a code-switched dataset, the recorder
needs to master at least two or more languages, making the collection of code-switching datasets
costly.

Mandarin and English are both resource-rich languages, with a large number of users, open-source
data, and technical support. In Chinese society, code-switching between Chinese and English is
very common, as people frequently switch between the two languages to express themselves more
accurately. For example:

o A5 RBIERX ST Hassignment, B K5 /£ deadline T . (I have to complete the assignment at
home today, and the deadline is tomorrow.)

* Happy birthday! Fi/x4 H /R ! (Happy birthday! Happy birthday to you!)

Although the common occurrence of code-switching between Mandarin and English, there are
relatively few studies and datasets on Mandarin-English code-switching. The currently available
open-source code-switched datasets for Mandarin and English are primarily designed for Automatic
Speech Recognition (ASR) tasks, and these datasets often have poor audio quality. This increases
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the difficulty of training a TTS model that supports both Mandarin and English.

Recently, (Zhang and Lin, 2021)) proposed that pre-training models using low-quality ASR speech
data followed by fine-tuning with higher-quality datasets can effectively improve the ’low-quality”
attributes of synthesized audio and enhance the performance of code-switching speech synthesis. At
the same time, given that there are a large number of open-source datasets for both Mandarin and
English, many researchers have tried to use these monolingual datasets to achieve code-switched
Mandarin-English speech synthesis. (Zhao et al., 2020) proposed a cross-language voice conversion
method using Tacotron2 to process monolingual corpora of Mandarin and English to build a bilin-
gual corpus with a single speaker, enabling code-switching. Similarly, (Cao et al., [2019) explored
Mandarin-English code-switching speech synthesis based on the Tacotron2 end-to-end framework.
To handle the input texts in Chinese and English, the authors experimented with two different en-
coders: a shared multilingual encoder with explicit Language Dependent Embeddings (LDE) and
separate monolingual encoders (SEP).

For code-switched speech synthesis, handling input representations in different languages is an-
other challenge. (L1 et al., 2019) proposed using Unicode bytes as the input for the model. (Zhang
et al., 2019) evaluated the effect of using graphemes, phonemes, and Unicode bytes as input for
a multilingual synthesis model and found that phonemes performed the best. Subsequently, (Staib
et al., 20205Wells and Richmond, 2021]) proposed that phonological features are a more suitable in-
put representation than phonemes in multilingual synthesis models.

Considering the significant differences in the phonetic structures of Mandarin and English, with
almost no shared phonemes, this paper explores code-switching speech synthesis between Mandarin
and English based on FastSpeech2 architecture in two ways: (1) using phonemes as input repre-
sentations, directly modeling the phonemes of both Mandarin and English; (2) using phonological
features (PF) as the input representation, mapping Mandarin and English to phonological features
based on International Phonetic Alphabet (IPA), and modeling these PF features. This study aims
to synthesize intelligible and natural code-switched speech through the above training. The final
experimental results show that although directly modeling Mandarin and English phonemes can
synthesize intelligible code-switching speech, the synthesized speech has heavy artificial traces, and
the tone and rhythm are not natural enough. However, by modeling the phonological features of
Mandarin and English, it is possible to synthesize easily understandable and natural code-switching
speech.

This study is mainly divided into six parts, which are arranged as follows: The first part is the
introduction, which mainly explains the prevalence of Mandarin-English code-switching scenarios
and the importance of studying them. The second part is the literature review, which explains the
development and advantages of neural network speech synthesis, the current state of research on
code-switching speech synthesis, and research related to phonological features. The third part is the
methodology, including six aspects: dataset, model used, MFA (forced alignment tool), phoneme
modeling, phonological feature (PF) modeling, and ethical considerations. The fourth part is the
experimental setup, detailing the experimental settings and evaluation methods. The fifth part shows
the experimental results. The sixth part discusses the experimental results, draws conclusions, and
looks forward to future research directions.
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2 Literature Review

This chapter will conduct a comprehensive literature review on speech synthesis, code-switching
speech synthesis, and phonological features (PF). The structure of the chapter is as follows: In
Section I will mainly discuss the development process of neural speech synthesis. In Section
I will primarily discuss research on code-switched speech synthesis. In Section I will
mainly discuss research related to modeling PF. In Section [2.4] I will discuss the research questions
and hypothesis.

2.1 Neural Speech Synthesis

Text-to-speech (TTS) is the process of converting text into sound. With the continuous develop-
ment and progress of the times and technology, TTS methods have continued to evolve, from ar-
ticulatory synthesis, formant synthesis, and concatenative synthesis to statistical parameter speech
synthesis(SPSS), and later to neural network-based speech synthesis, with increasingly better audio
quality. (Coker, [1976)) proposed a human articulator that can convert English text into understand-
able synthesized speech. (Seeviour et al., 1976) tried to generate speech by simulating the resonant
frequency (i.e., formant) of the human vocal tract. Subsequently, (Yoshimura et al., [ 1999)) described
how to simultaneously model spectrum, pitch, and duration in the HMM speech synthesis system
and synthesize speech based on these parameters.

With the development of deep learning, Text-to-Speech (TTS) technology based on neural networks
was proposed, which mainly uses deep learning networks as the core architecture of speech synthe-
sis(Tan et al., 2021). (Zen et al., 2013)) introduced the method of using deep neural network (DNN)
instead of the Hidden Markov Model (HMM) for acoustic modeling in statistical parametric speech
synthesis (SPSS). (Wu et al., 2016) introduced Merlin, a model that uses various neural network
architectures such as Recurrent Neural Networks (RNNs) and Long Short-Term Memory networks
(LSTMs) for speech synthesis. Later, (Van Den Oord et al., 2016)) introduced WaveNet, a model
that can generate waveforms directly from linguistic features and is considered the first modern
neural TTS model(Tan et al., [2021). Subsequently, the end-to-end model Tacotron1/2(Wang et al.,
2017;Shen et al., 2018) were proposed. Tacotron2 uses characters as input to simplify the front-end
processing process. At the same time, it uses Mel-Spectrogram to simplify the acoustic features,
significantly improving the quality of synthesized speech. However, because Tacotron2 is an au-
toregressive model based on RNN structure, its training and inference speed are very slow, and it is
not stable enough when dealing with long-term dependencies, often resulting in skipped or repeated
words.

To address these issues, FastSpeech(Ren et al., 2019) uses a feed-forward Transformer network
to generate Mel-Spectrograms in parallel, which greatly improves the inference speed. Additionally,
FastSpeech introduces a Length Regulator to predict the duration of phonemes, effectively solv-
ing the problems of word skipping and repetition. One year later, (Ren et al., 2020) proposed the
FastSpeech2 model, which further enhanced FastSpeeh by using ground-truth Mel-Spectrograms as
training data, thereby simplifying the training process. Moreover, FastSpeech2 introduces the Vari-
ance Adapter, which not only considers the duration but also pitch and energy, to better solve the
one-to-many mapping problem in TTS. The prediction of duration is achieved by using the phoneme
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duration obtained through the forced alignment tool Montreal Forced Aligner (MFA) (McAuliffe
et al.,[2017).

Based on the above discussion, this study chose to use FastSpeech2 as the experimental model,
hoping to improve the inference speed while generating stable and natural speech.

2.2 Code-Switched Speech Synthesis

Code-switching refers to the conversion from one language to another within a single utterance. It is
commonly seen in social media platforms, news broadcasts, and educational contexts, making it an
important and under-explored mode of communication(Sitaram et al.). In daily life, bilingual indi-
viduals proficient in Mandarin and English might frequently switch between these two languages to
more accurately express their thoughts. Additionally, with the development of technology, it is dif-
ficult to find a suitable Chinese alternative for proper nouns such as ”AI”” and ”Chatgpt”. Therefore,
in people’s daily lives, the phenomenon of code-switching is almost inevitable. However, although
the current TTS models can synthesize high-quality synthetic audio, most TTS models assume the
input to be a single language. If text mixed with multiple languages is input directly, the model may
synthesize incorrectly pronounced audio or might even skip some words altogether(Cao et al., 2019).

Early explorations of code-switched TTS were primarily based on HMM architectures. (Latorre
et al., 2005) proposed using the HMM framework combined with data from monolingual speakers
to create a multilingual averaged voice. (Liang et al., 2007) introduced a bilingual Mandarin-English
TTS system based on HMMs. (Zen et al., 2012) provides an HMM-based method to separate and in-
dependently process speaker features and language features in multi-language environments, which
is very useful for speech synthesis that handles multiple language switching. Subsequently, (L1
and Zen, 2016) introduced a multilingual SPSS speech synthesis system that uses Cluster Adaptive
Training (CAT) to simulate language variations and simulate speaker changes through a speaker-
dependent output layer to achieve natural Multilingual speech synthesis. (Ming et al., |2017) pro-
posed using data from a single speaker to build a bilingual TTS system capable of handling both
Mandarin and English.

Recently, (Cao et al., [2019) explored Mandarin-English code-switching speech synthesis using the
Tacotron2 end-to-end framework. To process input texts in both Chinese and English, they ex-
perimented with two different encoder types: a shared multilingual encoder incorporating explicit
Language Dependent Embeddings (LDE), and separate monolingual encoders (SEP). Later,(Zhao
et al., |2020) proposed a cross-language voice conversion method based on Tacotron2 to process
monolingual corpora of Mandarin and English to build a bilingual corpus with a single speaker, en-
abling code-switching. (Zhang and Lin, [2021) proposed that pre-training models with low-quality
ASR speech data followed by fine-tuning with higher-quality datasets can effectively improve the
“low-quality” attributes of synthesized audio and improve the performance of code-switched speech
synthesis.

Some studies have explored the input representations for code-switching. (Li et al., 2019) compared
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the effects of modeling characters and Unicode byte sequences, proposing that using Unicode byte
sequences to model text can improve the performance of multilingual TTS systems. (Zhang et al.,
2019) introduced a multilingual TTS system based on Tacotron2 and evaluated the effects of model-
ing characters, UTF-8 encoded bytes, and phonemes, pointing out that using phoneme input repre-
sentation can achieve better performance. (Cai et al.,|2020) introduced a bilingual multi-speaker TTS
method based on shared phoneme representation, and highlighted that training with code-switched
corpora results in better code-switching effects. Additionally, (Staib et al., 2020;Wells and Rich-
mond, 202 1)) suggested using phonological features as a unified representation for inputs in different
languages, facilitating code-switching and cross-language speech synthesis.

Based on this, it can be seen that when dealing with the problem of code-switching speech synthesis,
quite a few researchers focus on solving the input format problems between different languages. For
example, they explore how to unify multiple languages into a standard format for input, or whether
it is necessary to unify the format. This study also focuses on solving the problem of input formats
for different languages. However, unlike previous studies, this paper mainly compares speech syn-
thesized by phoneme modeling and phonological feature (PF) modeling. On the basis of ensuring
that the model can generate code-switching speech, this study will also consider the naturalness and
comprehensibility of the synthesized speech.

2.3 Phonological Features

Phonemes are a common input representation for many TTS models and have a stronger correlation
with acoustic features compared to graphemes. Although phonemes are defined as the smallest con-
trastive sound units of language, they are not indivisible. In fact, phonemes can be considered as
combinations of phonological features (PF), where the sum of multiple individual attributes forms a
phoneme. These features represent the smallest units in phonetic analysis(Giegerich, [1992).

PF can differentiate between various sounds in a language. For example, the Voiced/Unvoiced
(VUYV) feature can distinguish between two dental sounds: [t] and [d]. Features such as Vowel
frontness, Vowel openness, and Vowel roundedness determine the articulation position of vowels.
(Lux and Vu, |2022) proposed that using this kind of phonetic unit can alleviate the problem of low-
resource speech synthesis because most of these phonetic units are independent of language.

(Gutkin et al., [2018:Demirsahin et al., 2018))explored using PF or phoneme combinations as input
for multilingual models, and pointed out that various automatically derived sets of speech features
can be used to replace or supplement input features, thereby improving the intelligibility of synthe-
sized speech. (McAuliffe et al.,[2017) converts PF into a 62-dimensional one-hot encoding to handle
unseen phonemes, thereby achieving high-quality speech synthesis. In some ways, PF is similar
to the bytes discussed in (L1 et al., 2019), and can be considered as a ”byte version” of phonemes,
which provides a unified format input for multilingual models(Staib et al., 2020). In addition, (Staib
et al., [2020) also pointed out that PF can remain valid across different languages through a shared
model structure. At the same time, it is able to link to basic phonetic units and provide a clear ex-
planation of the actual pronunciation manner. (Wells and Richmond, 2021)) also emphasizes that in
multilingual speech synthesis or code-switching speech synthesis, PF is a more appropriate input
representation than phonemes.
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Based on this, this study believes that for Mandarin and English code-switching speech synthe-
sis, Mandarin and English can be treated as low-resource languages, and PF can be used as the
model input for modeling. It is expected that this approach will generate speech that is both easily
understandable and highly natural.

2.4 Research Question and Hypothesis

Based on previous research (Zhang et al., 2019; Staib et al., 2020) and interest in code-switching
speech synthesis, this study raises the following question:

How can code-switching speech synthesis between Mandarin and English be effec-
tively implemented based on FastSpeech2, to synthesize intelligible and natural-
sounding Mandarin-English code-switched speech?

Based on the research question, the hypotheses of the study are as follows:

* By directly modeling the phonemes of both Mandarin and English, it is possible to effectively
synthesize intelligible code-switched Mandarin-English speech;

* By mapping the phonemes of Mandarin and English to phonological features (PF) based on
the International Phonetic Alphabet (IPA), it can not only achieve intelligible speech output
but also significantly improve the naturalness of synthesized speech.
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3 Methodology

In this chapter, I will elaborate on the two methodologies proposed to address and verify the research
questions and hypotheses: (1) directly modeling Mandarin and English phonemes; (2) modeling the
phonological features (PF) of Mandarin and English. The organization of this chapter is as follows:
In Section I will mainly discuss the dataset used in this study. In Section I will primarily
discuss the model architecture used in this study. In Section[3.3] I will mainly address the processing
of MFA phoneme alignment, involving the creation of a mixed Mandarin-English dictionary and the
training of a mixed Mandarin-English acoustic model. In Section[3.4] I will discuss the methodology
for modeling the phonemes of Mandarin and English directly. In Section I will explain how to
model the phonological features of Mandarin and English. In Section I will discuss the ethical
considerations of this study.

3.1 Datasets

This study utilized three open-source datasets: the Chinese Standard Mandarin Speech Corpus from
Baker dateE[, LJSpeech(Ito and Johnson, 2017), and TAL,CSASRH The Chinese Standard Man-
darin Speech Copus(12 hours) is a standard single-speaker Mandarin corpus suitable for TTS model
training. LJSpeech(24 hours) is also a very classic single-speaker English corpus suitable for TTS
model training. TAL_CSASR(587 hours), on the other hand, is a multi-speaker Mandarin-English
code-switching dataset designed for ASR tasks. These recordings are primarily in Mandarin, with
some English words occasionally mixed in the sentences. Since this dataset comes from recordings
of English classes, it has relatively poor audio quality and fast speech rates, making it theoreti-
cally unsuitable for TTS model training. In addition, considering the huge amount of data in the
TAL_CSASR dataset and the limitations of time and resources, this study only extracted about 22
hours of speech, a total of 12,000 speech samples, for training.

Considering the overall poor quality of the TAL_.CSASR dataset, in order to improve the quality
of the final synthesized audio, this study specially recorded a high-quality single-speaker Mandarin-
English code-switching dataset of 500 audio clips. For convenience, this dataset will be referred as
CS_500 in this study. This dataset was recorded by bilingual speakers proficient in both Mandarin
and English in a quiet room using professional microphones. The recording environment and equip-
ment remained unchanged from beginning to end. The recordings were made in mono at a 16 kHz
sampling rate, and the audio format is WAV. The recording corpus is mainly designed in Chinese,
but each sentence includes at least one English word, for example:

o SRIEATHE —1Quiz, FIFE>)—F (Today, our class has a Quiz, and I need to review
it.)

o A KRESNI— 14 Hparty (Ihave to attend a birthday party today.)

Thttps://www.data-baker.com/data/index/TNtts/
Zhttps://ai.100tal.com/openData/voice
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Figure 2: The process of modeling the phonological features.

3.2 FastSpeech2

This research is mainly based on the FastSpeech2 model (Ren et al.,[2020), which is a fast and high-
quality end-to-end non-autoregressive model. The model takes a sequence of phonemes as input and
converts them into a sequence of phoneme embeddings through a phoneme embedding layer. These
embedding sequences are converted into phoneme hidden sequences through the encoder. Addition-
ally, the model has a Variance Adapter, which can add pitch, energy, duration and other information
to the hidden sequence, effectively addressing the one-to-many problem in TTS. In order to achieve
precise duration predictions, FastSpeech? utilizes Montreal Forced Alignment (MFA)
to obtain phoneme duration. Then, the Mel-Spectrogram decoder converts the hidden
sequence into a Mel-Spectrogram sequence in parallel to generate high-quality speech.

This study conducted two experiments based on FastSpeech2: (1) modeling phonemes directly, as
shown in Figure[T} and (2) modeling phonological features, as shown in Figure 2]

In the experiment of directly modeling Mandarin and English phonemes, considering the huge num-
ber of Chinese characters, it is first necessary to segment each corpus. The Chinese parts are con-
verted into Pinyin while the English parts remain unchanged. Then a Chinese-English mixed dic-
tionary is used to map the corpus, uniformly converting it into phonemes, which are subsequently
modeled. The Chinese-English mixed dictionary here is a combination of Pinyin-to-phoneme and
English word-to-phoneme mappings. The pinyin part takes into account four tones, which are rep-
resented by the numbers 1, 2, 3, and 4, and the light tone is represented by the number 5.

In the experiment of modeling phonological features, it is also necessary to segment the corpus
into Chinese and English parts. The Chinese parts are converted into Pinyin, and the English parts
are converted into IPA characters. Then the Chinese and English are converted to the pre-defined PF
dictionary respectively. The PF features are then converted into one-hot vectors, which are subse-
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quently modeled. The PF also includes the four tones in Pinyin, represented by the numbers 1, 2, 3,
and 4, with the light tone represented by the number 5.

3.3 Montreal Forced Aligner Models

The Montreal Forced Aligner (MFA) (McAuliffe et al., 2017) is a widely used phoneme alignment
tool that employs Kaldi to perform forced alignment on speech datasets. In the process of MFA align-
ment, a pronunciation dictionary and acoustic model for the specific language are required. Although
MFA officially provides pronunciation dictionaries and pre-trained acoustic models for most lan-
guages, it does not offer specific resources for the special case of Mandarin-English code-switching.
Fortunately, MFA supports the training of pre-trained acoustic models for various languages by users
themselves, which provides the possibility to handle Mandarin-English code-switching. Therefore,
for this particular study, a bilingual pronunciation dictionary and acoustic model capable of han-
dling both Mandarin and English were independently created and trained. To ensure consistency
in phoneme encoding, this bilingual pronunciation dictionary and acoustic model were used when
processing the TAL_CSASR, Chinese Standard Mandarin Speech Corpus, LISpeech datasets, and
CS_500.

Considering the huge number of Chinese characters, this study used the Pinyin library to convert
Chinese into Pinyin when preprocessing the dataset corpus, while English remains unchanged. Sub-
sequently, the Chinese Pinyin dictionary officially provided by MFA was mixed with the English
word dictionary to create a new dictionary, which contains the mapping of Mandarin and English
phonemes. After preparing the speech corpus and pronunciation dictionary, the next challenge was
addressing the acoustic model for Mandarin-English code-switching. Once the corpus and dictionary
were validated and out-of-vocabulary (OOV) words were addressed, this study trained an acoustic
model capable of handling Mandarin and English code-switched speech using the speech corpus and
pronunciation dictionary. The corpus was then aligned, ultimately generating TextGrid files.

3.4 Modelling Phonemes Separately

Phoneme sequence is the standard input representation of the FastSpeech2 model. This model con-
verts the phoneme embedding sequence into a phoneme hidden sequence through the encoder(Ren
et al., 2020). (Zhang et al., 2019) proposed that for handling multilingual synthesis in TTS sys-
tems, phonemes from different languages can be concatenated for training, allowing for the sharing
of equivalent phonemes across languages. This approach is noted to promote the ability to share
models across languages. This study also uses a similar method to that described in (Zhang et al.,
2019), directly training on the phoneme symbols of both Mandarin and English and sharing equiva-
lent phonemes between the two languages.

To further verify the method and effect of directly modeling Mandarin and English phonemes, this
study designed three sets of experiments:

* Group A: The model is trained entirely using code-switched Mandarin and English data.
Specifically, the model is first pre-trained using the TAL_CSASR dataset and then fine-tuned
using the higher-quality CS_500 dataset.
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* Group B: The model’s training data is primarily in Mandarin, with only a small amount of
Mandarin-English code-switching data used for fine-tuning. In this group, the model is ini-
tially pre-trained using the Chinese Standard Mandarin Speech Corpus and then fine-tuned
with the CS_500 dataset.

* Group C: The model does not use any code-switched Mandarin and English datasets for train-
ing. In this group, the model is also first pre-trained using the Chinese Standard Mandarin
Speech Corpus, followed by fine-tuning using the LISpeech dataset.

Since the primary goal of this study is to synthesize Mandarin-dominant Mandarin-English code-
switching speech, the model was not pre-trained using a pure English dataset.

3.5 Modelling Phonological Features

The work of (Staib et al., 20203Wells and Richmond, [2021)) explored the possibility of applying
phonological features (PF) in TTS systems and proposed that PF might be a more suitable input
representation than phonemes for multilingual speech synthesis. Based on this, this study attempts
to use PF features to train a Mandarin-English code-switching model, expecting to synthesize intel-
ligible and natural Mandarin-English code-switched speech.

This study mainly used the IMS-Toucan toolkit (Lux et al., 2021) when modeling and training PF
features. This toolkit provides monolingual speech synthesis in English, German, Spanish, Chinese,
and other languages. However, the IMS-Toucan toolkit does not natively support code-switching
speech synthesis. Therefore, this study made necessary modifications to the toolkit to adapt to the
needs of this study.

Considering that the IMS-Toucan toolkit already supports Mandarin and English speech synthe-
sis, the most straightforward approach was to modify the toolkit’s front end to handle text with
Mandarin-English code-switching and to convert it into corresponding PF. Based on this, this study
treated Mandarin-English code-switched corpus as a new language. In processing each piece of text,
it was divided into Mandarin and English parts, which were then processed separately according to
the existing Mandarin and English logic within IMS-Toucan. Finally, the PF features are converted
into 62-dimensional one-hot encoding and input into the model for modeling.

3.6 Ethical considerations

The primary objective of this study is to develop a Mandarin-English code-switching TTS system.
Since the experimental process involves data collection, if the collected data is not properly pro-
cessed, it may lead to serious consequences such as the leakage of personal information. Therefore,
in this section, I will discuss ethical considerations, mainly focusing on two aspects: (1) audio data;
(2) questionnaire data.

For audio data, this study used three open-source datasets: TAL_CSASR, LISpeech, and Chinese
Standard Mandarin Speech Copus. All three datasets are open-source, and this study strictly abides
by the dataset usage terms, so they will not be discussed in detail here. Readers can download and
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use them from the relevant web pages if needed. In addition, this study also uses a self-made audio
dataset CS_500, which consists of 500 audio recordings that I personally recorded. Due to privacy
concerns, this dataset will not be made publicly available.

For the questionnaire data, all data collection has obtained the informed consent of the partici-
pants and will be properly stored after the experiment concludes. This study primarily collected
two pieces of personal data: name and email address, with no requirement to provide a real name.
The main purpose of collecting names and email addresses in this study is to facilitate experimental
records and to be able to contact participants in case of experimental errors. After the experiment
ends, all participant data will be anonymized and securely stored to prevent any leakage of personal
information.
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4 Experimental Setup

In this chapter, I will provide a detailed description of the experimental setup to facilitate the repli-
cation of the experiment. The organization of this chapter is as follows: In Section I will discuss
the model used and the parameters for training. In Section I will elaborate on the evaluation
tests for this study. This study encourages readers to reproduce the experiment and the following is
the link to the demonstrator: https://github.com/WANGYINQIU/Thesis Project.git

4.1 Training Setup

This study is mainly based on the FastSpeech2 model and employs two methods for training it,
relying on the FastSpeechZE] and IMS—Toucarﬁ GitHub repositories for implementation. The exper-
imental settings of these two methods will be described below.

This study conducted the following three sets of experiments on Mandarin and English phoneme
modeling:

* Group A: The model was pre-trained on the TAL_CSASR, followed by fine-tuning with CS_500.

* Group B: The model was pre-trained on the Chinese Standard Mandarin Speech Corpus, fol-
lowed by fine-tuning using the CS_500.

* Group C: The model was pre-trained on the Chinese Standard Mandarin Speech Corpus, fol-
lowed by fine-tuning with LJSpeech.

In the three sets of experiments involving modeling Mandarin and English phonemes, the initial step
involves using the MFA tool to process the TAL_CSASR, the Chinese Standard Mandarin Speech
Corpus, LISpeech, and CS_500 datasets to obtain TextGrid files for alignment information. Sub-
sequently, it is necessary to preprocess the corpora and TextGrid files and then divide them into
training and validation sets. Before training, it is necessary to define some phonemes in the sym-
bols.py file that were not mentioned in the original repository. In these three sets of experiments,
the pre-trained models were trained for 640,000 steps and then fine-tuned for 100,000 steps using
the corresponding datasets, bringing the total number of training steps to 740,000. In the speech
synthesis stage, the text to be synthesized needs to be divided into Chinese and English parts. Each
part is then converted into phonemes using the Pinyin library for Mandarin and the G2p library for
English respectively. For the vocoder, the HiFi-GAN universal vocoder provided in the FastSpeech
library is used for speech synthesis.

Regarding the method(Group D) of modeling Phonological Features(PF), this study primarily re-
lies on the IMS-Toucan toolkit. The following set of experiments was conducted:

* Group D: Fine-tuning the pre-trained model provided by IMS-Toucan using the CS_500 dataset
for 30,000 steps.

3https://github.com/ming024/FastSpeech2
“https://github.com/DigitalPhonetics/IMS-Toucan
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Considering that the PF-based model requires a large number of training languages to effectively
generate speech in new languages (Staib et al., |2020), this study chose to fine-tune the pre-trained
model provided by the IMS-Toucan library using the CS_500 dataset, with fine-tuning involving
30,000 steps. Since IMS-Toucan itself does not support Mandarin-English code-switching, this
study treats Mandarin-English code-switching as a new language processing scenario and has devel-
oped a new training pipeline specifically for it.

The training pipeline is mainly modified for the front end, dividing each record of CS_500 into
Chinese and English parts. These parts are then converted into PF according to the logic for han-
dling Mandarin and English within the IMS-Toucan toolkit. Next, these PF are converted into a
62-dimensional one-hot encoding, which is used as input for training the model. In the speech syn-
thesized step, the same logic is applied, converting the text to be synthesized into one-hot encoding
based on PF, to facilitate speech synthesis. This process ensures that the model can effectively handle
code-switching between Mandarin and English, thus producing natural and fluent bilingual speech
output.

4.2 Evaluation

This study uses Mean Opinion Score (MOS) evaluations to test the effect of synthetic speech in each
group of experiments. Participants are asked to rate the audio based on two criteria: intelligibility
and naturalness. The evaluation includes four sets of tests, each with ten audio samples synthesized
by Groups A, B, C, and D respectively. To fairly compare the quality of the four groups of samples,
the content of the synthesized text is kept consistent across all groups. A total of 30 bilingual speak-
ers, fluent in English and native in Chinese, are invited to participate in the evaluation. The texts
synthesized for testing are shown in the following table

Participants are asked to rate the synthesized sentences on a scale from 1 to 5, where 1 means ’bad”,
2 means ’poor”’, 3 means “fair”’, 4 means “good,” and 5 means “excellent.” The evaluation criteria
included: (1) the fluency and naturalness of the speech, which checked the effectiveness of the syn-
thesized speech; and (2) the intelligibility of the speech, which checked whether the pronunciation
of the words was accurate.
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Table 1: Textual content of synthesized audio.

Numbers | Original Text Translation
1 JAARVRE A1 2 plansi5? Do you have any plans for the weekend?
2 Tt XX R L R V1L S amazing - She thinks that the movie is amazing.
3 FXIX N topictR B 8 I’m very interested in this topic.
4 T K EFE T Z 13— Tyoga, 'E | My friend recommended that I try yoga,
%Tmental health§ 1R I FIFF By saying it’s very beneficial for mental
health.
5 i TYEERRIC, (B Z AT E] | I've been really busy with work recently,
Feymk, REFH R Hfitness - but I still find time to go to the gym to
maintain my fitness.
6 WA AT L BRI T, A T 2222 3]58 | The development of Al is progressing
Hlknowledge, /" BEH B 1 Hfuture - rapidly, we also need to learn new knowl-
edge to have a better future.
7 T BMmLNIRFEE, RN1%ZEZ T | 1 think his experience is extensive, you
kAt FIsuggestions o should seek his suggestions more.
8 Tiktok 2 B EH A TH—FKAPP - TikTok is a very popular APP recently.
9 TAER 2% 3R Ml Zmarketing - I studied marketing in college.
10 KRR, WF2Z 5 B H E I | It’'s okay, maybe there will be a better

HJchance o

chance later.
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5 Results

5.1 MOS Results

To evaluate the effectiveness of the synthesized Mandarin-English code-switching speech, this study
conducted MOS evaluations assessing the naturalness and intelligibility of the synthesized speech.
The results are displayed in the following table [2}

Table 2: Naturalness and intelligibility MOS of Group A, Group B, Group C, Group D.

Experiments Input Intelligibility Naturalness
Group A phonemes 4.13 2.44
Group B phonemes 4.05 2.73
Group C phonemes 242 1.57
Group D phonological features 4.68 3.81

From the table, it can be seen that in terms of naturalness, the performance of the four groups is:
Group D > Group B > Group A > Group C. In terms of intelligibility, the performance of the four
groups is: Group D > Group A > Group B > Group C. Group D (phonological features) is signif-
icantly better than the other three groups in both naturalness and intelligibility. Since Group C had
never been trained using a Mandarin-English code-switching dataset, it exhibited the poorest perfor-
mance in both naturalness and intelligibility among all groups. Group A and Group B performed
similarly in terms of intelligibility, but in terms of naturalness, Group B performed better than Group
A. This may be because the training datasets used by Group B ( Chinese Standard Mandarin Speech
Corpus and CS_500) are designed for TTS tasks and have higher quality. However, the dataset
TAL_CSASR used by Group A in the pre-training stage is designed for ASR tasks, with poor overall
quality and more noise. Although Group A used the higher-quality CS_500 in the fine-tuning stage,
since CS_500 is mainly based on Chinese, the improvement effect on the English part is limited.

Specifically, the MOS results for intelligibility are as follows: Group A scored 4.13, and Group
B scored 4.05, showing that the participants were relatively satisfied with the intelligibility of these
two groups of experiments and were able to understand most of the content of the synthesized sen-
tences. Group C scored significantly lower at 2.42 in intelligibility, indicating that participants had
difficulty understanding most of the synthesized speech. Group D had the highest intelligibility
among the four groups, with a MOS score of 4.68, indicating that participants were able to under-
stand the synthesized sentences quite well. It can be seen that both phoneme and PF modeling can
generate intelligible speech to a certain extent, but the speech generated by PF modeling is more
comprehensible. In addition, the comprehensibility of Group C is the lowest among the four groups,
which may be because Group C only used Mandarin and English corpora to train the model sepa-
rately, making it difficult to handle code-switching between Mandarin and English.

In terms of naturalness MOS, the scores of Group A and Group B were 2.44 and 2.73 respectively.
These scores indicate that participants found the audio quality of these two groups to be poor, with
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noticeable artificial traces, making it relatively easy to identify the speech as synthesized. Group
C’s score was only 1.57, indicating that participants found the audio quality of this group to be very
poor, with highly unnatural intonation. In contrast, Group D had the highest naturalness MOS score
of 3.81, which indicates that participants considered the audio synthesized by this group of exper-
iments to be relatively natural. It can be seen that modeling PF can generate more natural speech,
while speech generated by modeling phonemes is less natural and has obvious artificial traces. At
the same time, Group B’s naturalness score is slightly higher than Group A, which is mainly due to
the different quality of the datasets used by the two groups in the pre-training stage. The poor quality
of the dataset used by Group A may lead to its low naturalness. Group C has the lowest naturalness
score, and most participants think that the audio synthesized by this group is very unnatural. Overall,
directly modeling Mandarin and English phonemes without handling the model architecture makes
it difficult to generate natural speech.

In summary, Group D performed the best among all groups in terms of both intelligibility and natu-
ralness, indicating that modeling PF can generate understandable and natural speech. Group A and
Group B also performed well in terms of intelligibility, indicating that directly modeling Mandarin
and English phonemes can also generate understandable speech when trained with Mandarin-English
code-switched corpus.

5.2 Statistical Analysis
5.2.1 Overall Comparison

This section will use ANOVA and Tukey’s HSD to analyze and compare the differences in intelli-
gibility and naturalness among Group A, Group B, Group C, and Group D. Below are the Figure [3]
and Figure [ for the MOS scores for naturalness and intelligibility of the ten synthesized sentences:

In terms of naturalness, it can be seen that the naturalness of Group D was significantly better than
that of the other three groups, and the MOS naturalness score of each sentence was above 3 points. It
is evident that in terms of intelligibility, Group A, Group B, and Group D all performed well overall,
especially Group D, with the MOS scores for intelligibility of each sentence being above 4.

5.2.2 ANOVA and Tukey’s HSD

To evaluate the significant differences in MOS scores for naturalness and intelligibility among the
four groups of synthesized speech with Mandarin-English code-switching, this study conducted an
ANOVA analysis. The ANOVA results for intelligibility showed an F-value of 37.32 and a p-value
of 3.83e-11. The ANOVA results for naturalness showed an F-value of 50.56 and a p-value of 5.47e-
13. These results show that the differences between different groups are very significant in both
naturalness and intelligibility. The p-value is much less than 0.05, suggesting statistically significant
differences in mean scores between groups. Therefore, this study further conducted Tukey’s HSD
test. Here are the Tukey’s HSD results for naturalness (Table |3) and intelligibility (Table 4) MOS
scores:

According to the results of Tukey’s HSD test, it was found that there is no statistically significant
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Figure 3: The MOS scores for naturalness by 10 different synthesized speech
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Figure 4: The MOS scores for intelligible by 10 different synthesized speech
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Table 3: Tukey HSD result for Naturalness

groupl group2  meandiff p-adj lower upper  reject
Group A Group B 0.29 0.4022 -0.2042 0.7842 False
Group A GroupC  -0.8733 0.0002 -1.3675 -0.3791 True
Group A Group D 1.3633 0.0 0.8691 1.8575 True
GroupB GroupC  -1.1633 0.0 -1.6575 -0.6691 True
Group B Group D 1.0733 0.0 05791 1.5675 True
Group C  Group D 2.2367 0.0 1.7425 27309 True
Table 4: Tukey HSD for Intelligible
groupl group2  meandiff p-adj lower upper  reject
Group A Group B -0.08 0.9846 -0.6895 0.5295 False
Group A GroupC  -1.7167 0.0 -2.3262 -1.1071 True
Group A Group D 0.55 0.0893 -0.0595 1.1595 False
GroupB GroupC  -1.6367 0.0 -2.2462 -1.0271 True
Group B Group D 0.63 0.0405 0.0205 1.2395 True
Group C  Group D 2.2667 0.0 1.6571 2.8762 True

difference between Group A and Group B in terms of naturalness. However, comparisons between
other groups showed significant differences. Specifically, the mean differences in naturalness be-
tween Group D and the other three groups are statistically significant, indicating that modeling PF
provides a significant improvement in naturalness compared to modeling phonemes.

For intelligibility, the results show that there is still no statistically significant difference between
Group A and Group B, which shows that in Mandarin-English code-switched speech synthesis pri-
marily in Mandarin, using code-switching datasets and Mandarin datasets for pre-training yields
similar effects. Therefore, if there is no code-switching dataset, an open-source Mandarin dataset
can be used as the pre-training model dataset. In addition, although the results for Group A and
Group D show that the mean difference is not significant, the p-value is 0.0893, which is very close
to 0.05, indicating that there are still some potential differences. Additionally, other groups are sig-
nificantly different from Group D, which further validating that modeling PF provides a significant
improvement in intelligibility compared to modeling phonemes.
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6 Discussion

This chapter will provide a detailed discussion of the study’s results, validation of the research
hypotheses, limitations, and potential future research directions. The basic framework of this chapter
is as follows: In Section[6.1] I will discuss the results of the study and the verification of the research
hypotheses. In Section I will discuss the limitations of the study as well as future research
directions.

6.1 Result and Validation of Hypothesis

The research question of this study is: How can code-switching speech synthesis between Mandarin
and English be effectively implemented based on FastSpeech2(Ren et al., 2020), to synthesize in-
telligible and natural-sounding Mandarin-English code-switched speech? Based on the research by
(Zhang et al.l 2019) and (Staib et al., 2020), this paper hypothesizes that direct modeling of Man-
darin and English phonemes can synthesize intelligible speech; modeling the phonological features
of Mandarin and English can produce both intelligible and natural speech.

In response to hypothesis 1, that is, directly modeling Mandarin and English phonemes can ef-
fectively synthesize intelligible Mandarin-English code-switched speech, this study designed three
groups of experiments: Group A, Group B, and Group C. The results show that the understandability
MOS of Group A and Group B both exceed 4 points, indicating that most participants could under-
stand and comprehend the meanings of the sentences. This is consistent with the study of (Zhang
et al., 2019) who pointed out that modeling phonemes helps promote the sharing of cross-lingual
models.

On the contrary, Group C had a lower MOS score of 2.42 for intelligibility, indicating that par-
ticipants found it difficult to understand the meaning of most sentences. This may be because Group
C had never been trained using a dataset with Mandarin-English code-switching, resulting in a lack
of cross-language consistency in the model when dealing with Mandarin-English code-switching.
Specifically, Mandarin and English have different phonological systems(Liao and Shen)), and when
the model separately models the phonemes of these two languages, it learns their respective charac-
teristics independently and tends to forget the features learned during pre-training. This ultimately
results in synthesized speech that is unclear or has poor intelligibility. In addition, since the dataset
used for the fine-tuning part is English, the synthesized speech has a very obvious English speaker’s
accent, leading to poor intonation in the Mandarin parts.

Therefore, regarding hypothesis 1, this study concludes that it is generally valid, but a restriction
needs to be added: Modeling the phonemes of Mandarin and English can effectively synthesize in-
telligible code-switched Mandarin-English speech, provided that the model is appropriately trained
using a code-switching dataset. This ensures that the model can correctly handle cross-language
scenarios.

In response to hypothesis 2, that is, intelligible and natural Mandarin-English code-switched speech
can be synthesized by modeling phonological features (PF), this study designed an experiment with
Group D. The results indicate that Group D achieved an intelligibility MOS score of 4.68 and a nat-
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uralness MOS score of 3.81, which shows that the participants can understand most of the content
of the synthesized speech well and are relatively satisfied with the naturalness. Therefore, this study
concludes that hypothesis 2 has been validated.

The study in (Staib et al., 2020) mainly trained on languages with similar phonological systems and
explored the model’s ability to handle completely unseen languages in synthetic training. However,
this study mainly explored the feasibility of using PF to model languages with large phonological
differences such as Mandarin and English. For distant languages such as Mandarin and English,
the model can be trained to model PF to generate intelligible and natural code-switching speech.
Then for some more similar languages, such as English and Spanish, or Russian and Finnish, the
effectiveness of PF should be even more significant. (Demirsahin et al., [2018)) also suggested that
for various Southeast Asian languages, using phonological features (PF) to model the system can
support multilingual text-to-speech synthesis.

Additionally, although Group A and Group B are similar in terms of intelligibility MOS scores,
they differ significantly in naturalness MOS results. The main difference between the two groups in
the training phase is the pre-training dataset used: Group A used the TAL_CSASR dataset, which is
designed for ASR tasks and has lower quality, while Group B used the Chinese Standard Mandarin
Speech Corpus, which is designed for TTS tasks and has higher quality. Aside from this, the number
of training steps, training parameters, and the dataset used for fine-tuning during the training phase
were consistent between the two groups. Therefore, the difference in naturalness MOS results be-
tween the two groups may be due to Group A using a lower-quality dataset during the pre-training
phase.

By repeatedly comparing the synthesized audio, it was found that the synthesized audio of Group A
had obvious noise mainly in the English part, which made the audio sound more artificial. This may
be because the dataset CS_500 used in the fine-tuning stage is mainly Chinese, with fewer English
words, thus offering limited improvement to the quality of the English parts. At the same time, since
this study primarily focuses on synthesizing Mandarin-English code-switching speech with an em-
phasis on Mandarin, the synthesized audio is mainly in Mandarin. Therefore, even though Group B
did not use a large amount of English data for training, its final output still sounded relatively natural.

Although the quality of TAL_CSASR is poor and the synthesized speech contains more noise with-
out fine-tuning, the meaning of the generated sentences is still understandable. By comparing the
synthesized audio, it was found that after fine-tuning the pre-trained model with CS_500, the low-
quality properties of the synthesized speech are significantly improved. (Zhang and Lin, 2021])) also
pointed out that fine-tuning ASR datasets with high-quality datasets can significantly improve the
quality of synthesized audio. Therefore, this study believes that when dealing with low-resource lan-
guages in TTS tasks, it is possible to consider using lower-quality ASR data to pre-train the model,
and then fine-tune it with a small amount of high-quality datasets to improve the quality of the final
synthesized audio.
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6.2 Limitation and Future Work

This study conducted experiments and discussions on how to effectively implement Mandarin-
English code-switched speech synthesis based on the FastSpeech2, to synthesize understandable
and natural Mandarin-English code-switched speech. Although this study largely validated the two
proposed hypotheses, it still has certain limitations.

Although modeling phonological features has generally enabled the production of natural and under-
standable speech in this study, the naturalness MOS results show that there is still room for improve-
ment in naturalness. There are two main reasons for reflection. First, due to time constraints, this
study did not specify some special Mandarin pronunciation rules in detail. Therefore, the tones on
some words are not pronounced accurately, causing the overall audio sound less natural. Secondly,
the definition of naturalness in the design of the MOS evaluation was relatively vague. Although
the participants’ evaluation of the audio synthesized by Group D was basically consistent, it would
be better if a clearer explanation of naturalness could be given, such as pointing out that naturalness
refers to the fluency, rhythm, and pitch of the entire sentence. Then the results may be more accurate.
In addition, due to time and resource constraints, this study failed to perform noise reduction on the
TAL_CSASR dataset. If noise reduction tools can be used to process this dataset, it could potentially
improve the overall performance of Group A.

Based on the results and limitations of this study, future research directions include:

* Performing noise reduction on the TAL_CSASR dataset and comparing the results with Group
A to explore whether noise reduction tools can significantly improve the quality of low-quality
datasets and thus enhance the quality of synthesized audio.

* Exploring methods for modeling PF to determine if it is possible to generate intelligible and
natural Mandarin-English code-switching speech using only monolingual datasets in Man-
darin and English.

* Further study the method of PF modeling, explore the impact of the number of languages
in the pre-trained model on its effectiveness, and identify which low-resource languages can
benefit from these methods.
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7 Conclusion

This study is primarily based on FastSpeech2 and has focused on Mandarin-English code-switching
speech synthesis, validating the following two hypotheses:

* Modeling Mandarin and English phonemes directly can effectively synthesize understandable
Mandarin-English code-switched speech, provided that the model needs to be properly trained
using a Mandarin-English code-switched dataset.

* Modeling Phonological Features (PF) can synthesize understandable and natural Mandarin-
English code-switching speech.

In addition to the above two hypotheses, this study also believes that when dealing with code-
switching situations or low-resource languages, it is possible to consider using low-quality ASR
data to pre-train the model in the TTS tasks. This can then be combined with a small amount of
high-quality data for fine-tuning, to mitigate the low-quality attributes of the dataset and thereby
improve the quality of synthesized speech.

Since the primary goal of this study is to synthesize Mandarin-dominant Mandarin-English code-
switching speech, the model was not pre-trained using a pure English dataset.
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Appendices

A Questionnaire Survey

The questionnaire used in this study consists of 40 sets of questions, each set containing two ques-
tions regarding intelligibility and naturalness. Considering that the participants in this study are
native Chinese speakers who are proficient in English, the questionnaire is provided in both Chinese
and English to facilitate better understanding by the participants. The specific content of the ques-
tionnaire can be found at the provided linkﬂ Below is an introduction and a sample question from
the questionnaire:

Introduction

Thank you for participating in this experiment! Your involvement will make a significant contribu-
tion to the field of multilingual synthetic speech. This experiment will take about 15-20 minutes of
your time.

In each phase of this experiment, you will listen to a synthetic voice mixed with English and Chinese.
Please rate the voice based on the following criteria:

1. Does the voice sound human-like to you?
2. Can you clearly hear and understand the sentences spoken by the voice?

Remember, there are no right/wrong answers. Just do your best and follow your intuition.

i A
B ESINX A0 RS 580 215 5 18T 6 AT H B R DT - AR5 5
ERZ15-205 BHADI ] -

ERRMEN B, ERIE— DR RIGREHITET « FRME DN IR & 47
a1

1. R RENSIR T 2 3 B E & BTk i &) 72
2. T IX M EFITERBAKE FIE?
HILE, WEEMIERNER, AFHEENERIEE -

Shttps://rug.eu.qualtrics.com/jfe/preview/previewld/0cdeld3c-6a55-48e2-96a7-9fe0163c5£12/
SV_4V3mgLakihgcQ6y?Q_CHL=preview&Q_ SurveyVersionID=current


https://rug.eu.qualtrics.com/jfe/preview/previewId/0c4e143c-6a55-48e2-96a7-9fe0163c5f12/SV_4V3mqLakihgcQ6y?Q_CHL=preview&Q_SurveyVersionID=current
https://rug.eu.qualtrics.com/jfe/preview/previewId/0c4e143c-6a55-48e2-96a7-9fe0163c5f12/SV_4V3mqLakihgcQ6y?Q_CHL=preview&Q_SurveyVersionID=current
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Please listen to the audio and rate it based on your perception &7~ 77 & 5, 1R 38 1%
EON=RoW S E=Svi KR a0

P 0:00/0:05 o—————— @)

How natural does this audio sound to you? RIAFIXE 4 B B TR HIRIG?
s Bad &

* Poor —fi%

Fair R4F

Good JEH I

Excellent .75

Can you clearly hear and understand the sentences spoken by the voice? }HEIH 75T E|

ANBEEE B AT IS

 Completely Unintelligible 52 N EXEf#E

Mostly Unintelligible 25 ¥ L #fi#

Partially Intelligible 43 7] #fi#

Mostly Intelligible A &R 7] FH %
Fully Intelligible 5% 4 F] FEf#
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