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Abstract
With the continuous advancement of voice technology, the application of TTS (Text-to-Speech) in
daily life has become increasingly widespread. However, the acoustic environments in practical
application scenarios are complex and variable, filled with different levels of noise, which poses
challenges to the intelligibility and naturalness of TTS voice. Research indicates that speech with
Lombard speech characteristics has higher intelligibility in noisy environments. Therefore, to iden-
tify and understand which acoustic features can effectively enhance the intelligibility and naturalness
of synthetic speech in noisy conditions, this study conducted systematic and comprehensive experi-
ments. The results show that enhancing F0 independently can significantly improve the intelligibility
of synthetic speech in noisy environments; while increasing duration independently can enhance in-
telligibility, it also decreases naturalness. On the other hand, typical Lombard speech and solely
flattening spectral tilt have no effect on improving naturalness, providing valuable insights for the
development of more adaptive and user-centered TTS systems.

Keywords: Text-to-Speech, Acoustic features, Intelligibility, Naturalness, Noisy environments
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1 Introduction
In today’s rapidly advancing world of voice technology, the intelligibility and naturalness of Text-
to-Speech (TTS) systems have significantly improved, leading to a wider range of everyday ap-
plications. From public transportation announcements and in-car navigation to ubiquitous voice
assistants, synthetic speech permeates various aspects of daily life. However, assessments of TTS
intelligibility and naturalness are typically conducted in quiet environments. Real-world applica-
tions, on the other hand, are characterized by diverse acoustic environments filled with varying lev-
els of noise, such as bustling train stations during peak hours or lively conversations in cafes. These
ambient noises can diminish the intelligibility and naturalness of TTS output, negatively affecting
the quality of user interaction with synthetic speech. Therefore, investigating ways to enhance the
intelligibility and naturalness of synthetic speech in noisy environments holds significant practical
value for improving user experience in voice technology-based interactions.

When discussing research on speech in noisy environments, an important concept that cannot
be overlooked is the Lombard effect. This phenomenon refers to the natural adjustments humans
make to their speech in noisy environments to enhance intelligibility (Lombard, 1911). Key charac-
teristics of Lombard speech include increased intensity and fundamental frequency (F0), along with
increased duration and flattened spectral tilt. Understanding these adjustments has laid the ground-
work for improving TTS voice in noisy environments by emulating the Lombard effect, which has
been shown to improve intelligibility in numerous studies.

However, most of these studies have primarily focused on enhancing intelligibility, while the im-
pact of such modifications on the naturalness of synthetic speech remains relatively underexplored.
For example, the perception of naturalness in Lombard speech and the impact of flattening spectral
tilt on speech naturalness have not been thoroughly investigated. Moreover, current research often
adjusts all typical features of Lombard speech uniformly to simulate its effects, with few studies
independently modifying different acoustic features to explore their individual contributions. This
gap suggests a need for a comprehensive investigation that not only assesses intelligibility but also
evaluates the naturalness of synthetic speech in noisy settings, while also independently modifying
individual acoustic features to clarify their specific contributions.

Therefore, this research aims to systematically investigate how variations in key acoustic features
influence the intelligibility and naturalness of synthetic speech in noisy environments. Drawing
on the Lombard effect, this study independently identifies key acoustic features and uses a state-
of-the-art TTS model to systematically modify these features. The study utilizes environmental
audio recordings from a bustling train station during peak hours to simulate the noisy conditions.
These recordings are combined with different synthetic speech samples to conduct a comparative
study, aiming to identify the impact of different acoustic features on enhancing the intelligibility
and naturalness of synthetic speech in noisy environments. Detailed methods will be outlined in the
methodology section.

As a result, this research contributes to a deeper comprehension of the interplay between acous-
tic features and user perception. It facilitates the development of more intelligible and natural syn-
thetic speech experiences across real-world environments. Furthermore, the insights gained from
this study can inform the design of future TTS systems, ensuring they are better equipped to handle
the challenges posed by noisy environments, thereby improving user satisfaction and communication
effectiveness in practical applications.

The thesis is structured as follows. Section 2 offers a comprehensive literature review that contex-
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tualizes the research question and hypothesis within the broader field. Section 3 covers the methodol-
ogy, detailing the steps taken throughout the research process. Section 4 presents the results obtained
and analyzes the findings. Section 5 thoroughly discusses the result and indicates the limitation. Fi-
nally, Section 6 summarizes the key points, emphasizing significant conclusions.
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2 Literature Review
This study conducted a comprehensive literature search using authoritative academic databases,
including IEEE Xplore, JSTOR, SpringerLink, arXiv, and Google Scholar. Keywords used in
the search included “Lombard effect”, “Lombard speech”, “synthetic speech” and “noisy environ-
ments”. Highly cited, peer-reviewed studies directly related to synthetic speech in noisy environ-
ments were selected and further filtered based on their relevance to the research questions. In total,
over 30 key articles were chosen for in-depth analysis, covering methods, findings, and research
gaps. This thorough literature review process ensures a comprehensive understanding of the current
state of research and provides a crucial basis for the research questions and hypotheses.

This section’s literature review is organized into the following parts. Firstly, subsection 2.1 in-
troduces the critical concept of the Lombard effect, which serves as the theoretical foundation for
many TTS systems adapted to noisy environments. Following this, subsection 2.2 delves into the
acoustic characteristics of speech generated in noisy environments—namely, Lombard speech—and
the research on how the modification of these characteristics enhances speech intelligibility. Subsec-
tion 2.3 then focuses on the synthesis of Lombard speech, discussing studies and practices that aim
to improve TTS voice intelligibility by simulating Lombard speech. By reviewing and analyzing
these studies, this section identifies the major gaps in the current research, thereby leading to the
formulation of the research questions and hypotheses for this study.

2.1 Lombard Effect
When studying speech characteristics in different environments, the Lombard effect remains a cru-
cial concept. The Lombard effect is named after the French otolaryngologist Etienne Lombard, who
investigated the impact of noisy environments on speech production. He discovered that speakers
increase their vocal intensity in noisy settings (Lombard, 1911) . This phenomenon, where speak-
ers adjust their vocal effort in response to noise, resulting in changes in their speech production, is
known as the Lombard Effect. Subsequent researchers have built upon this concept to study specific
changes in speech characteristics caused by the Lombard effect (Castellanos, Benedı́, & Casacu-
berta, 1996; Junqua, 1993, 1996; Summers, Pisoni, Bernacki, Pedlow, & Stokes, 1988), laying the
foundation for research on speech characteristics in various environments.

Researchers have different perspectives on the understanding of the Lombard effect. Lombard
(1911) suggested that the changes in vocal production in noisy environments are an involuntary re-
flex. A second perspective posits that the Lombard effect is an active regulation mechanism, where
speakers consciously adjust their vocal intensity based on auditory feedback to maintain speech intel-
ligibility in noisy environments, thereby ensuring effective communication (Lane & Tranel, 1971) .
Another perspective suggests that the Lombard effect is driven by a combination of reflexive mech-
anisms and conscious communicative strategies (Garnier, Henrich, & Dubois, 2010). Lau (2008)
experiments further demonstrated the conscious communicative aspect of the Lombard effect by
controlling the noise environment for both listeners and speakers. Even when only the listener is in
a noisy environment, speakers in a quiet setting will adjust their vocal production to enhance speech
intelligibility.

This conscious communicative strategy indicates that speakers actively adjust their vocal pro-
duction in noisy environments to enhance speech intelligibility and ensure clear transmission of
information. This spontaneous adjustment reflects the human need for high-quality communication
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and our expectation for highly intelligible speech.

2.2 Lombard Speech
Based on the Lombard effect, researchers have conducted a series of studies on Lombard speech
— speech produced in noisy environments. Research on Lombard speech can be divided into two
main areas: first, the study of the acoustic characteristics of Lombard speech, specifically how these
characteristics differ from normal speech produced in quiet environments. Second, the study of the
intelligibility of Lombard speech, focusing on whether Lombard speech has improved intelligibility
compared to normal speech produced in quiet environments, and which modifications in speech
characteristics contribute to this improvement in intelligibility.

2.2.1 Acoustic Features of Lombard Speech

A series of studies have pointed out that compared to speech produced in quiet environments, Lom-
bard speech produced in noisy environments has the following main acoustic characteristics: in-
creased vocal intensity, increased fundamental frequency (F0), increased duration, a shift in energy
from low-frequency bands to middle or high bands, a shift in formant center frequencies, and flatter
spectral tilting (Junqua, 1993, 1996; Lane & Tranel, 1971; Summers et al., 1988) .

The aforementioned studies on the characteristics of Lombard speech are primarily based on
English. Additionally, Spanish (Castellanos et al., 1996) and Czech (Boril & Pollak, 2005) have
also been used as reference languages for studying the acoustic characteristics of Lombard speech,
with results consistent with those found in English Lombard speech. This indicates that the acoustic
characteristics of Lombard speech have a cross-linguistic commonality.

Multimodal speech research and interaction studies have further validated the acoustic charac-
teristics of Lombard speech. In studies of audio-visual Lombard speech that include visual cues,
Davis, Kim, Grauwinkel, and Mixdorff (2006) for the English corpus and Garnier, Bailly, Dohen,
Welby, and Loevenbruck (2006) for the French corpus both confirmed that the acoustic character-
istics of multimodal Lombard speech are consistent with previous studies, further demonstrating
the universality of Lombard speech characteristics. Experimental studies involving interaction and
communication (Garnier & Henrich, 2014; Lau, 2008) also validated these common characteristics
of Lombard speech, highlighting the importance and practicality of Lombard speech research in
real-world speech interaction studies.

In studies on the synthesis of Lombard speech, many researchers have compared normal speech
and Lombard speech using statistical data on acoustic characteristics (Cooke, Mayo, & Villegas,
2014; Novitasari, Sakti, & Nakamura, 2022; Valentini-Botinhao, Yamagishi, King, & Stylianou,
2013). These studies consistently confirmed the acoustic characteristics of increased intensity, F0,
duration, and flattened spectral tilt in Lombard speech.

2.2.2 Intelligibility of Lombard Speech

Dreher and O’Neill (1957) reported that, when presented at a constant speech-to-noise ratio, speech
produced in noisy environments is more intelligible than speech produced in quiet environments.
This conclusion was validated by Summers et al. (1988), whose experiments showed that listeners
in noisy environments had a higher recognition accuracy for speech produced in noise compared to
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speech produced in quiet environments. This indicates that Lombard speech has higher intelligibility
in noisy environments. Subsequent research further confirmed this conclusion (Godoy & Stylianou,
2012; Lu & Cooke, 2009; Pittman & Wiley, 2001).

These findings have prompted subsequent research to explore which changes in acoustic charac-
teristics are key to improving the intelligibility of Lombard speech (Garnier & Henrich, 2014; Godoy
& Stylianou, 2012; Lu & Cooke, 2009; Zorila, Kandia, & Stylianou, 2012), in order to understand
the acoustic properties that effectively enhance intelligibility.

The key acoustic characteristic that has been clearly confirmed is spectral tilt. Studies by Cooke
et al. (2014), Lu and Cooke (2009), and Zorila et al. (2012) all indicated that flatter spectral tilt
significantly improves speech intelligibility. Flattening the spectral tilt effectively shifts the speech
energy to higher frequency regions that are less likely to be masked by noise, thereby increasing
the audible portions of the speech. The research by Godoy and Stylianou (2012) found a consistent
increase in energy in the frequency range of 500-4500 Hz (which includes the formant regions),
further supporting the notion that spectral adjustments and increased energy in the higher frequency
regions are crucial for enhancing the intelligibility of Lombard speech.

However, other major characteristics of Lombard speech, such as duration and f0, have not been
sufficiently proven to enhance intelligibility. The experimental results by Cooke et al. (2014) showed
that speech with increased duration in Lombard speech tends to have flatter spectral tilts. This
positive correlation between increased duration and flatter spectral tilts suggests the potential role
of duration in enhancing intelligibility. However, this study did not directly verify the impact of
duration on intelligibility, which requires further research for confirmation. Similarly, the f0 of
Lombard speech has not been sufficiently proven to enhance intelligibility. The study by Lu and
Cooke (2009) modulated F0 and spectral tilt separately and in combination respectively, finding that
increasing F0 alone did not significantly improve speech intelligibility. Therefore, further research
is needed to explore the impact of F0 on the intelligibility of Lombard speech in noise environments.

Based on the findings from the Lombard effect and Lombard speech studies, recent research has
begun to apply these discoveries to the development and optimization of TTS systems in various
acoustic environments, aiming to improve the intelligibility of synthetic speech and thereby enhance
user interaction in different settings.

2.3 Lombard Speech Synthesis
In recent years, to enhance the performance of TTS voice in complex real-world environments,
researchers have based their work on the Lombard effect, simulating changes in the acoustic charac-
teristics of Lombard speech to improve the intelligibility of synthetic speech in noisy environments.

Early simulation work involved modifying synthetic speech by statistically analyzing the acous-
tic parameters of normal speech and Lombard speech. The main modifications included extending
duration, increasing F0, and increasing intensity (Huang & Ong, 2010; Patel, Everett, & Sadikov,
2006). Additionally, the experiments by Cooke et al. (2013) and López, Seshadri, Juvela, Räsänen,
and Alku (2017) involved reducing spectral tilt. These modifications achieved higher intelligibility
compared to unmodified TTS systems. Moreover, some studies used the Hidden Markov Model
(HMM) framework to modify speech parameters, similarly enhancing the intelligibility of synthetic
speech in noisy environments by extending speech duration, increasing F0, and reducing spectral tilt
(Raitio, Suni, Vainio, & Alku, 2011; Suni et al., 2013) .
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Subsequently, deep neural networks (DNNs) have been applied to the synthesis of Lombard
speech, achieving end-to-end synthesis. For example, Bollepalli, Juvela, and Alku (2019) uti-
lized transfer learning to synthesize Lombard speech in a Seq2Seq TTS system combined with the
WaveNet vocoder, effectively improving intelligibility. Paul, Shifas, Pantazis, and Stylianou (2020),
based on Tacotron and WaveRNN, employed spectral shaping and dynamic range compression, and
both objective and subjective measurements showed that this method enhanced intelligibility. Hu
et al. (2021) , using an optimized DNN model—Tacotron 2, also implemented spectral shaping and
dynamic range compression. Multiple experiments, including word error rate and subjective listen-
ing tests, indicated that the synthesized Lombard speech had significantly higher intelligibility in
noisy environments compared to normal speech. Novitasari et al. (2022) and Novitasari, Sakti, and
Nakamura (2021) further developed a dynamically adaptive TTS system for noisy environments by
using data augmentation to train the TTS system with modifications in the intensity, F0, and dura-
tion of normal speech. Ultimately, the system with auditory feedback successfully produced highly
intelligible speech, surpassing the performance of standard TTS systems.

Whether based on HMMs or DNNs, different model frameworks for simulating Lombard speech
to improve intelligibility commonly involve modifications such as increasing intensity, increasing
F0, increasing duration, and reducing spectral tilt. These modifications have achieved enhanced
intelligibility of synthetic speech in noisy environments.

With the increasing application of synthetic speech in noisy environments, not only does intelli-
gibility become important, but listeners’ perception of naturalness is also crucial. However, research
on naturalness is relatively insufficient. This leads to on of the research question: “When the intelli-
gibility of speech is significantly enhanced, specifically through the combined adjustment of acoustic
features and the flattening of spectral tilt, will the naturalness of the speech also improve?”

The study by Van Ngo, Kubo, and Akagi (2019) further prompted reflection on the contribution
of different acoustic characteristics to the enhancement of intelligibility and naturalness. In their
research, the simulated Lombard speech showed the best performance in terms of intelligibility and
naturalness when only spectral tilt was adjusted. However, when other features (such as F0) were
also adjusted, both intelligibility and naturalness decreased. This study not only further validated
the findings of Cooke et al. (2014), Godoy and Stylianou (2012), and Lu and Cooke (2009), that
spectral tilt can effectively improve intelligibility, but also highlights the complex relationships be-
tween different acoustic characteristics and the necessity of studying each feature independently for
its contribution to intelligibility enhancement.

In the context where the effects of F0 and duration have not been fully verified, this research
background and gap lead to another research question: “Can independently raising F0 or duration
improve the intelligibility and naturalness of TTS voice in noisy environments?”

The literature review reveals that simulating Lombard speech can enhance the intelligibility of
TTS voice in noisy environments. However, how these adjustments in acoustic features affect the
perceived naturalness of TTS voice, especially in practical application environments, remains under-
researched. This gap indicates the need for a more comprehensive investigation that not only eval-
uates intelligibility but also examines the naturalness of TTS voice. Meanwhile, there is a lack of
studies that independently adjust specific acoustic features, such as F0 and duration, to determine
their unique effects on intelligibility and naturalness in synthetic speech. The review indicates that
the contributions of duration and F0 to intelligibility have not been fully verified and require further
validation. Therefore, research should consider the acoustic environments of practical applications
and modify individual acoustic features to clarify their specific contributions to both intelligibility
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and naturalness.
This study proposes a systematic exploration of how changes in key acoustic features affect

the intelligibility and naturalness of TTS voice in noisy environments, aiming to most effectively
enhance the intelligibility and naturalness of synthetic speech, thereby improving user interaction
in real-world applications. By establishing subsequent research questions and hypotheses, the im-
pact of different acoustic features on enhancing speech intelligibility and naturalness can be further
clarified, advancing the TTS field towards more adaptive and user-centered solutions.

2.4 Research Question and Hypothesis
Based on the previous discussion, it is known that combining adjustments to the typical acoustic
characteristics of Lombard speech and independently adjusting spectral tilt can effectively enhance
the intelligibility of TTS voice in noisy environments. However, the perceived naturalness of voices
with these adjustments in practical noisy environments needs further research. This leads to the first
two research questions.

Furthermore, the contributions of individual acoustic feature adjustments to both intelligibility
and naturalness have not been fully studied. The specific effects of F0 and duration on intelligibility
and naturalness still require further verification. This leads to the subsequent two research questions.

Therefore, my summary of the research questions is as follows:

1. Does the combined adjustment of acoustic features (increasing intensity, raising F0, increasing
duration, and flattening spectral tilt) improve the naturalness of TTS voice in noisy environ-
ments?

2. Can independently flattening spectral tilt improve the naturalness of TTS voice in noisy envi-
ronments?

3. Can independently raising F0 improve the intelligibility and naturalness of TTS voice in noisy
environments?

4. Can independently increasing duration improve the intelligibility and naturalness of TTS voice
in noisy environments?

Current research on the naturalness of Lombard speech is limited, but the few existing studies
suggest a potential positive correlation between naturalness and intelligibility (Van Ngo et al., 2019).
Therefore, this study hypothesizes that acoustic features which enhance the intelligibility of syn-
thetic speech in noisy environments can also improve naturalness. Based on this, it is hypothesized
that typical Lombard speech and independently adjusting spectral tilt, both of which significantly
enhance intelligibility, can also improve naturalness.

Furthermore, Cooke et al. (2014) found that speech with longer duration typically has flatter
spectral tilts. Given this potential positive correlation, and in reference to spectral tilt, this study
hypothesizes that increasing duration independently can also enhance both the intelligibility and
naturalness of TTS voice in noisy environments. Regarding F0, based on the findings of Lu and
Cooke (2009), which indicate that solely increasing F0 does not significantly enhance intelligibility,
this study hypothesizes that F0 cannot improve either intelligibility or naturalness of synthetic speech
in noisy settings.

Therefore, the hypotheses corresponding to the research questions are as follows:
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• H1: Combined adjustments of acoustic features will help enhance the perceived naturalness
of TTS voice in noisy environments

• H2: Independently flattening spectral tilt will help improve the perceived naturalness of TTS
voice in noisy environments.

• H3: Independently raising F0 will not improve the intelligibility and naturalness of TTS voice
in noisy environments.

• H4: Independently increasing duration in noisy environments will improve both the intelligi-
bility and naturalness of TTS voice in noisy settings.

Through these research questions and hypotheses, the impact of changes in key acoustic features
on TTS voice in practical application environments can be systematically explored. This approach
determines which acoustic features and their adjustment methods (combined adjustments or indi-
vidual adjustments) can enhance the intelligibility and naturalness of synthetic speech. Ultimately,
important evidence will be provided for more efficiently optimizing the intelligibility and naturalness
of TTS systems, thereby enhancing the user interaction experience with synthetic speech.
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3 Methodology
This section details the experimental design, including the model selection and pre-trained resources,
stimuli creation, intelligibility and naturalness evaluation, and data analysis. It specifically elaborates
on the experimental variables and control mechanisms used to explore the specific effects of different
acoustic features on intelligibility and naturalness.

3.1 Model Selection and Pre-trained Resources
In this study, selecting the appropriate model and utilizing pre-trained resources is crucial for achiev-
ing accurate and reliable results. The chosen models and resources must effectively facilitate the
manipulation and control of various acoustic features. Detailed below is the process of model se-
lection and the specific pre-trained resources leveraged to ensure the robustness of the experimental
outcomes.

3.1.1 Text-to-Speech Model: FastSpeech 2

This experiment employs the advanced end-to-end TTS model, FastSpeech 2, for speech synthesis.
Firstly, FastSpeech 2 introduces unique duration, energy, and pitch predictors, enabling the model
to flexibly control acoustic features such as duration, intensity, and F0, and directly generate speech
with varying acoustic characteristics. Therefore, utilizing FastSpeech 2 allows for independent or
combined adjustments of F0, duration, and intensity, which directly meets the conditions required
by the research questions of this study. This is the primary motivation for selecting the FastSpeech
2 model.

Additionally, coupled with the optimized length regulator and improved loss functions, Fast-
Speech 2 can better capture subtle speech features, producing more natural and higher-quality speech.
FastSpeech 2 also directly predicts speech features for all time steps, avoiding the attention misalign-
ment issues commonly found in attention-based models, thus enhancing the stability and robustness
of the generated speech. These characteristics ensure that FastSpeech 2 can generate stable and
high-quality speech, providing a solid foundation for exploring the intelligibility and naturalness of
synthetic speech in noisy environments in this study.

3.1.2 Vocoder: HiFi-GAN

For the vocoder, this study employs the advanced neural vocoder HiFi-GAN. HiFi-GAN is based
on a generative adversarial network (GAN) architecture. Through adversarial training, the gener-
ator produces more realistic and natural speech. This optimization of audio quality fidelity results
in more intelligible and natural speech, which is crucial for studying the subtle effects of acoustic
feature modifications on intelligibility and naturalness in noisy environments. Its robust architecture
ensures that the detailed control over acoustic features provided by FastSpeech 2—such as pitch,
duration, and energy adjustments—are accurately reflected in the final synthesized speech. This
compatibility allows precise manipulation and evaluation of these features to understand their im-
pact on intelligibility and naturalness. These advantages make HiFi-GAN well-aligned with the
objectives of this research.
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By using HiFi-GAN, this study ensures that the synthesized speech maintains a high level of
quality and naturalness, which is critical for accurately assessing the impact of acoustic feature
adjustments on intelligibility and naturalness in noisy environments. The combination of FastSpeech
2 and HiFi-GAN provides a powerful and flexible framework for generating and analyzing synthetic
speech, supporting a detailed exploration of the research questions and hypotheses.

3.1.3 Pre-trained Checkpoints and Dataset: LJ Speech

This study uses an open-source pre-trained model1 trained on the LJ Speech dataset with 900,000
steps for the following reasons. Firstly, the LJ Speech dataset offers high audio quality, with clear
recordings and no significant background noise. This is crucial for training high-performance Fast-
Speech 2 models, ensuring that the generated speech is both natural and intelligible. The high quality
of the synthetic speech allows for precise manipulation of acoustic features while maintaining high
intelligibility and naturalness, even in noisy environments. This quality is beneficial for conducting
research in noisy environments as required by our study. Additionally, the dataset consists of 13,100
audio clips, all read by the same female speaker, providing highly consistent speech data that helps
the model learn stable and rich speech features. This consistency minimizes variability caused by
speaker differences and enhances the reliability of the experimental results.

3.2 Stimuli Generation
This section details the process of generating stimuli for the experiments. The process includes
selecting appropriate noisy environments and preparing the audio samples necessary for evaluating
the TTS system’s performance. By carefully designing the stimuli, the experimental conditions
closely replicate real-world scenarios, thereby enhancing the practical relevance of the findings.

3.2.1 Noisy Environment Selection

To accurately simulate real-world application scenarios of TTS voice, it is essential to select appro-
priate acoustic environments for evaluating intelligibility and naturalness. Therefore, this study uses
soundscape audio from the open-source soundscape library freesound.org2, focusing on a train sta-
tion environment (80 dB), which is one of the most common noisy TTS application environments.
This choice ensures that the findings are relevant and applicable to practical use cases.

3.2.2 Synthetic Speech Modification

To test the intelligibility and naturalness of different acoustic features in the selected noisy environ-
ment, specific modifications were made to the modules of FastSpeech 2 to allow precise control of
pitch, duration, and intensity. Specifically, standardization was added in the VarianceAdaptor class
to account for the mean and standard deviation of pitch and energy, and adjustments were made in
calculating the control parameters. Details of these modifications can be seen in Figure 1, where
the specific changes have been highlighted. For a complete view of the code, please refer to this

1https://github.com/ming024/FastSpeech2
2https://freesound.org/

https://github.com/ming024/FastSpeech2
https://freesound.org/
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repository3. These enhancements enable more accurate control over variations in pitch and energy,
ensuring that the generated speech aligns more closely with the intended adjustments. These mod-
ifications are crucial for generating synthetic speech samples that accurately reflect adjustments in
different acoustic features.

Figure 1: Modifications to VarianceAdaptor for Precise Control of Pitch and Energy

After modifying the FastSpeech 2 code, duration, F0, and intensity can be precisely controlled
via the command line. For another critical parameter in our study, spectral tilt, adjustments are
made by increasing the energy in the high-frequency region using Python libraries including numpy,
librosa, and scipy. The adjustment ratios are based on the parameter changes observed between
Lombard speech and normal speech in the studies by Novitasari et al. (2022) and Valentini-Botinhao
et al. (2013). Finally, this study generates five types of synthetic speech with the following parameter
configurations:

• Config1: Synthetic speech without any parameter adjustments (Baseline)

• Config2: Duration increased by 15%

• Config3: F0 increased by 20%

• Config4: Energy in the high-frequency region (greater than 2000 kHz) increased by 15%

• Config5: Duration increased by 15%, F0 increased by 20%, high-frequency region (greater
than 2000 kHz) energy increased by 15%, and overall intensity increased by 5%

These specific adjustments allow us to systematically investigate the impact of different acoustic
features on speech intelligibility and naturalness.

3https://github.com/jingxuan16/Thesis-Project

https://github.com/jingxuan16/Thesis-Project
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3.2.3 Detailed Stimuli Preparation

With the parameter configurations established, the stimuli are generated. Following the standard of
Harvard sentences, three sentences that simulate actual announcements made in train stations are
used, making the experiment more relevant to real-world applications. For each sentence, the above
five configurations are applied, resulting in a total of 15 audio samples. The specific parameters for
the three sets of sentences are shown in Tables 1, 2, and 3 respectively.

Table 1: Configurations of Speech Features for Sentence 1

Config intensity duration mean f0 spectral tilt
(dB) (s) (Hz) (dB/octave)

1 76.87 2.80 212.59 -1.33
2 76.98 3.20 213.29 -1.31
3 76.88 2.80 253.53 -1.28
4 79.36 2.80 212.59 -0.85
5 82.86 3.20 252.36 -1.02

Table 2: Configurations of Speech Features for Sentence 2

Config intensity duration mean f0 spectral tilt
(dB) (s) (Hz) (dB/octave)

1 76.44 3.40 188.99 -1.55
2 76.72 3.89 188.65 -1.57
3 76.89 3.40 229.28 -1.53
4 77.84 3.40 188.99 -1.07
5 82.2 3.89 227.47 -1.31

Table 3: Configurations of Speech Features for Sentence 3

Config intensity duration mean f0 spectral tilt
(dB) (s) (Hz) (dB/octave)

1 75.29 3.00 191.16 -1.85
2 75.07 3.46 190.42 -1.86
3 75.18 3.00 228.23 -1.76
4 76.36 3.00 191.16 -1.24
5 81.06 3.46 226.31 -1.47

Next, to create the final experimental stimuli, the Audacity tool is utilized to combine the 15
generated sentences with the environmental audio. The environmental audio is edited to ensure
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consistency, with each stimulus beginning and ending with 1.5 seconds of ambient noise to create a
more immersive environment and help listeners adjust to the setting. This process ensures that each
synthetic speech sample is tested in a realistic noisy environment, providing the 15 audio samples
required for the experiment. Each combined audio file is carefully reviewed to ensure the quality
and consistency of the stimuli.

3.3 Intelligibility and Naturalness Evaluation
For the aforementioned generated stimuli, this study utilizes both subjective and objective methods
to evaluate their intelligibility and naturalness.

3.3.1 Subjective Evaluation

In the subjective testing phase, this study employs an online listening test. 65 participants, all with
normal hearing and proficient in English, are recruited to complete the test in a quiet environment
while wearing headphones. These criteria ensure that participants can accurately perceive and eval-
uate the intelligibility and naturalness of the speech samples without bias from hearing impairments
or language difficulties. Conducting the test in a quiet environment with headphones minimizes
external noise interference, ensuring the reliability and consistency of the test results.

For the questionnaire design, the study intersperses stimuli from different sets, presenting various
sentence contents alternately. Additionally, three audio samples that are not included in the final
score are inserted to reduce the promising effect. After listening to each audio sample, participants
are asked to rate the intelligibility and the human-likeness of the audio on a scale from 1 to 5.

3.3.2 Objective Evaluation

For the objective evaluation phase, this study employs the advanced automatic speech recognition
(ASR) model Whisper4 to transcribe the stimuli. Whisper’s high accuracy and robustness in handling
various speech types make it an ideal choice for this experiment.

The transcription results from Whisper are then analyzed using the Python library JiWER5,
which calculates the Word Error Rate (WER) and Character Error Rate (CER). WER measures the
percentage of incorrectly recognized words, while CER measures the percentage of incorrect char-
acters. These metrics provide a quantitative assessment of the intelligibility of the synthetic speech
samples in noisy environments.

By comparing the WER and CER values across different configurations, this study objectively
determines the impact of each acoustic adjustment on speech intelligibility. This complements the
subjective testing phase, providing a comprehensive assessment of the synthetic speech’s perfor-
mance.

3.4 Data Analysis
To systematically evaluate the impact of different acoustic features and their adjustment methods on
the intelligibility and naturalness of TTS voice, this study conduct comprehensive data analysis on

4https://github.com/openai/whisper
5https://github.com/jitsi/jiwer

https://github.com/openai/whisper
https://github.com/jitsi/jiwer
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the experimental results.

3.4.1 Subjective Evaluation Analysis

For the subjective testing phase, the analysis begins with collecting intelligibility and naturalness
scores from 65 participants for the five stimuli in each set. The analysis includes evaluations at both
the individual sentence set level and the combined level. It encompasses three main aspects:

1. Descriptive Statistics: Calculate the mean, standard deviation, and quartiles for intelligibility
and naturalness scores, providing a summary of the distribution and central tendency.

2. t-Test: Compare the means of intelligibility and naturalness scores between different configu-
rations and the baseline to determine statistically significant differences.

3. Wilcoxon Signed-Rank Test: Use this non-parametric test to compare median differences in
scores, providing an alternative validation method when data does not follow a normal distri-
bution.

By conducting analyses at both the individual set level and the combined level, this study ensures a
comprehensive evaluation of the effects of different acoustic feature adjustments on the intelligibility
and naturalness of synthetic speech samples. These analyses provide robust statistical evidence to
support the research hypotheses.

3.4.2 Objective Evaluation Analysis

The data for objective intelligibility analysis was obtained by inputting the synthetic speech of differ-
ent configurations into Whisper, the ASR system, generating corresponding transcription texts. The
CER and WER for each configuration and sentence were calculated using the JiWER library. The
statistical results will be visualized to show the CER and WER performance of each configuration
across the three sentences, clearly illustrating the trends relative to the baseline configuration.

The results of the both subjective result and objective evaluation result are detailed in Section
4, aiding in understanding the effectiveness of various configurations in enhancing TTS voice in-
telligibility. These specific results are compared with the subjective test outcomes to provide a
comprehensive evaluation of the configurations.

3.5 Ethical Considerations
Ethical considerations are paramount in this study to ensure the protection and respect of all partici-
pants. The research adheres to the following ethical guidelines:

Informed Consent: Participants were fully informed about the study’s nature and purpose through
an information sheet and were asked to sign an informed consent form. This ensured participants
were aware of their rights, including the right to withdraw from the study at any time without con-
sequences.

Voluntary Participation: Participation was entirely voluntary. They could choose not to answer
any questions and could withdraw from the study at any point without providing a reason.
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Privacy and Confidentiality: The study adhered to strict privacy and confidentiality guidelines.
All collected data were anonymized and securely stored in accordance with the GDPR rules of the
University of Groningen. Personal information was not disclosed to anyone outside the study team,
and names were not published in any reports or publications.

Data Management: Data, including consent forms, recordings, and transcripts, were securely
stored on the University of Groningen server for five years, as required by university GDPR legisla-
tion. Anonymized data may be used for further research or academic publications, ensuring ongoing
confidentiality.

These ethical practices ensured that the study was conducted with the highest level of integrity
and respect for participants, aligning with the ethical standards required for academic research. By
adhering to these guidelines, the study not only protected participants but also enhanced the validity
and reliability of the research findings.

This concludes the methodology section that provides a high-level overview of the methods em-
ployed in this research. In the next section, the results obtained by applying the detailed methodolo-
gies will be presented.
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4 Results
In this section, the results of the analysis based on data collected from subjective listening tests
and objective evaluation of synthetic speech in noisy environments are presented. The results are
structured into two main parts: subjective evaluation result and objective evaluation result.

4.1 Subjective Evaluation Results
The subjective test results are derived from the evaluations provided by 65 participants on the in-
telligibility and naturalness of the stimuli. Each sentence has five different configurations, and the
results for each sentence are presented separately. Finally, the combined results of all three sentences
are analyzed to provide a comprehensive overview.

4.1.1 Subjective Evaluation for Sentence 1

First, the descriptive statistics for the intelligibility and naturalness scores of the five different con-
figurations of Sentence 1 are presented.

Table 4: Descriptive Statistics for Intelligibility in Sentence 1

Config Mean Median Max Min Std Var
1 2.89 3.00 5.00 1.00 0.95 0.91
2 3.09 3.00 5.00 1.00 1.10 1.21
3 3.71 4.00 5.00 1.00 1.03 1.05
4 4.08 4.00 5.00 2.00 0.91 0.82
5 4.49 5.00 5.00 2.00 0.73 0.54

Table 4 presents the descriptive statistics for intelligibility scores of Sentence 1. The mean values
of all configurations are higher than the baseline (Config 1), suggesting that the different acoustic
feature adjustments in this study can potentially improve intelligibility. Among the various config-
urations, typical Lombard speech (Config 5) has the most significant impact on enhancing intelli-
gibility, as it has the highest mean and median scores, and the smallest variance, indicating robust
performance. However, further statistical tests are necessary to confirm whether these different con-
figurations can reliably enhance intelligibility.

Table 5: Descriptive Statistics for Naturalness in Sentence 1

Config Mean Median Max Min Std Var
1 3.58 4.00 5.00 1.00 1.12 1.25
2 3.05 3.00 5.00 1.00 1.15 1.33
3 3.62 4.00 5.00 1.00 1.11 1.24
4 3.60 4.00 5.00 1.00 1.14 1.31
5 3.25 3.00 5.00 1.00 1.25 1.56

Table 5 illustrates the distribution of naturalness scores for the sentence 1. Comparing the means
with the baseline, modifying F0 (Config 3) and spectral tilt (Config 4) slightly improves naturalness,
while modifying duration (Config 2) and typical Lombard speech (Config 5) slightly decreases it.
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However, no clear trend is evident when considering other statistical indicators. Similarly, further
statistical tests are required to confirm whether these different configurations affect the enhancement
of naturalness.

To rigorously test the statistical significance of different configurations on enhancing intelligi-
bility and naturalness, t-tests were conducted. Given that some of the data deviates from normality,
Wilcoxon signed-rank tests were also performed to ensure the robustness and reliability of the re-
sults. In t-tests, if the p-value is less than 0.05, the difference between the groups is considered
statistically significant. Additionally, the t-value represents the difference in means between the two
groups, with larger absolute t-values indicating greater differences. Similarly, in Wilcoxon tests, if
the p-value is less than 0.05, the difference between the groups is considered statistically significant.
If both the t-test and Wilcoxon test p-values are less than 0.05, it can be concluded that there is a
statistically significant difference between the two groups.

Table 6: t-Test and Wilcoxon Test Results for Sentence 1

Aspect Comparison Group Test Type t/w-value p-value

Intelligibility

C2 vs C1 t 1.11 0.270
Wilcoxon 275.5 0.142

C3 vs C1 t 4.69 6.88e-06
Wilcoxon 91.5 6.78e-07

C4 vs C1 t 7.26 3.39e-11
Wilcoxon 42.0 9.61e-10

C5 vs C1 t 10.73 1.49e-19
Wilcoxon 13.0 1.35e-11

Naturalness

C2 vs C1 t -2.71 0.008
Wilcoxon 196.5 0.001

C3 vs C1 t 0.16 0.875
Wilcoxon 407.0 0.966

C4 vs C1 t 0.08 0.938
Wilcoxon 341.0 0.871

C5 vs C1 t -1.63 0.106
Wilcoxon 412.5 0.064

Table 6 presents the statistical test results for Sentence 1. In terms of intelligibility, for Configu-
rations 3, 4, and 5 compared to the baseline Config 1, both the t-test and Wilcoxon test p-values are
less than 0.05, and the t-values are positive. This indicates that these three adjustments significantly
improve intelligibility. Additionally, the t-values show that typical Lombard speech (Config 5) has
the most substantial effect on enhancing intelligibility (with the highest t-value of 10.73).

In terms of naturalness, for Configuration 2 compared to the baseline, both the t-test and Wilcoxon
test p-values are less than 0.05, and the t-value is negative, indicating a statistically significant de-
crease in naturalness. This means that increasing duration reduces naturalness. The other three
configurations do not significantly affect naturalness, but it is noteworthy that for Lombard speech
(Config 5), the t-value is negative, and the p-value is close to 0.05, approaching significance in
decreasing naturalness. Therefore, potential negative impacts of Lombard speech on naturalness
should be considered.
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4.1.2 Subjective Evaluation for Sentence 2

Similarly, the descriptive statistics for subjective evaluations of Sentence 2, along with the results of
the statistical tests, are presented in the tables below.

Table 7: Descriptive Statistics for Intelligibility in Sentence 2

Config Mean Median Max Min Std Var
1 2.98 3.00 5.00 1.00 0.94 0.89
2 3.58 4.00 5.00 1.00 0.98 0.97
3 4.28 4.00 5.00 2.00 0.82 0.67
4 4.05 4.00 5.00 2.00 0.82 0.67
5 4.45 5.00 5.00 2.00 0.66 0.44

Table 8: Descriptive Statistics for Naturalness in Sentence 2

Config Mean Median Max Min Std Var
1 3.63 4.00 5.00 1.00 0.98 0.96
2 3.45 3.00 5.00 1.00 1.08 1.16
3 3.58 4.00 5.00 1.00 1.21 1.47
4 3.68 4.00 5.00 1.00 1.21 1.47
5 3.65 4.00 5.00 1.00 1.10 1.20

Table 9: t-Test and Wilcoxon Test Results for Sentence 2

Aspect Comparison Group Test Type t/w-value p-value

Intelligibility

C2 vs C1 t 3.55 0.00054
Wilcoxon 105.0 3.45e-06

C3 vs C1 t 8.34 1.04e-13
Wilcoxon 22.0 1.42e-09

C4 vs C1 t 6.85 2.75e-10
Wilcoxon 64.0 1.10e-08

C5 vs C1 t 10.22 2.69e-18
Wilcoxon 13.5 4.52e-11

Naturalness

C2 vs C1 t -1.02 0.308
Wilcoxon 126.0 0.113

C3 vs C1 t -0.24 0.811
Wilcoxon 360.0 0.662

C4 vs C1 t 0.24 0.812
Wilcoxon 363.5 0.916

C5 vs C1 t 0.08 0.933
Wilcoxon 430.0 0.995

From the descriptive statistics in Table 7, the mean and median values for the four different con-
figurations are all higher than the baseline, which initially suggests that the different adjustments can
improve intelligibility in Sentence 2. Similarly, typical Lombard speech (Config 5) has the highest
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mean, median, and the smallest variance, demonstrating its optimal performance in enhancing in-
telligibility. Table 8 presents the statistical data for the naturalness evaluation of Sentence 2. The
mean and median values for Configuration 2 are both lower than the baseline, indicating its poten-
tial negative impact on naturalness. Overall, no clear trend is evident across the various statistical
indicators.

Table 9 further shows the results of the statistical tests. For intelligibility, the p-values for both
the t-tests and Wilcoxon tests are less than 0.05 for all four configurations, and the t-values are pos-
itive, indicating that these four different adjustments can significantly enhance speech intelligibility.
Notably, Configuration 3 has a t-value second only to Configuration 5, suggesting that solely modi-
fying F0 has an improvement in intelligibility that is almost as effective as Lombard speech. In terms
of naturalness, since all p-values are greater than 0.05, there is no statistical significance, suggesting
that the four different adjustments do not have a significant impact on naturalness.

4.1.3 Subjective Evaluation for Sentence 3

In this subsection, the descriptive statistics for subjective evaluations of Sentence 3, along with the
results of the statistical tests, are presented in the Tables 10, 11, and 12.

Table 10: Descriptive Statistics for Intelligibility in Sentence 3

Config Mean Median Max Min Std Var
1 3.82 4.00 5.00 1.00 0.83 0.68
2 4.08 4.00 5.00 1.00 0.89 0.79
3 4.51 5.00 5.00 2.00 0.71 0.50
4 4.51 5.00 5.00 2.00 0.75 0.57
5 4.85 5.00 5.00 4.00 0.36 0.13

Table 11: Descriptive Statistics for Naturalness in Sentence 3

Config Mean Median Max Min Std Var
1 3.63 4.00 5.00 1.00 1.01 1.02
2 3.43 3.00 5.00 1.00 1.06 1.12
3 3.74 4.00 5.00 1.00 1.19 1.41
4 3.62 4.00 5.00 1.00 1.19 1.43
5 3.51 4.00 5.00 1.00 1.30 1.69

Table 10 presents the descriptive statistics for intelligibility evaluations of Sentence 3. From
the mean values, all four different adjustments improved the baseline, initially indicating a trend
of enhanced speech intelligibility. Considering the median and variance values, typical Lombard
speech (Config 5) remains the most effective in improving intelligibility. Additionally, adjusting
F0 (Config 3) shows robust performance in enhancing intelligibility, with mean and variance values
second only to Config 5. In terms of naturalness, Table 11 shows that the mean and median values for
adjusting duration (Config 2) and Lombard speech (Config 5) are lower than the baseline, suggesting
a potential negative impact on naturalness from these two adjustments. No clear trend is observed
for the other configurations.
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Table 12: t-Test and Wilcoxon Test Results for Sentence 3

Aspect Comparison Group Test Type t/w-value p-value

Intelligibility

C2 vs C1 t 1.736 0.085
Wilcoxon 65.0 0.00159

C3 vs C1 t 5.121 1.09e-06
Wilcoxon 52.5 2.16e-07

C4 vs C1 t 4.991 1.92e-06
Wilcoxon 48.0 1.55e-07

C5 vs C1 t 9.198 8.72e-16
Wilcoxon 0.0 6.29e-10

Naturalness

C2 vs C1 t -1.102 0.273
Wilcoxon 192.5 0.163

C3 vs C1 t 0.557 0.579
Wilcoxon 286.0 0.435

C4 vs C1 t -0.079 0.937
Wilcoxon 327.0 0.920

C5 vs C1 t -0.603 0.548
Wilcoxon 408.0 0.417

Further statistical test results can be found in Table 12. For intelligibility, the t-test and Wilcoxon
test p-values for Configurations 3, 4, and 5 are all less than 0.05, and the t-values are positive, in-
dicating a significant impact on improving intelligibility. However, for Configuration 2, only the
Wilcoxon test p-value is less than 0.05, which does not fully confirm that this adjustment signifi-
cantly improves intelligibility. Similarly, the t-values indicate that Lombard speech (Config 5) and
adjusting F0 (Config 3) show excellent performance in enhancing intelligibility. In terms of natural-
ness, since all p-values are greater than 0.05, none of the adjustments have a significant impact on
naturalness.

4.1.4 Subjective Evaluation for All Sentences

After presenting the descriptive statistics and statistical test results for each individual sentence, the
data for the same adjustments across the three sentences are aggregated for further analysis, allowing
for a holistic assessment of the effects of various acoustic modifications.

Table 13: Descriptive Statistics for Intelligibility Across All Sentences

Config Mean Median Max Min Std Var
1 3.23 3.00 5.00 1.00 1.00 0.99
2 3.58 4.00 5.00 1.00 1.07 1.14
3 4.16 4.00 5.00 1.00 0.92 0.85
4 4.21 4.00 5.00 2.00 0.85 0.72
5 4.59 5.00 5.00 2.00 0.63 0.40

Table 13 presents the descriptive statistics for intelligibility scores of the same adjustments across
all sentences. From the mean and median values, all four adjustments improved the baseline in-
telligibility, with Lombard speech still showing the best performance in enhancing intelligibility,
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Table 14: Descriptive Statistics for Naturalness Across All Sentences

Config Mean Median Max Min Std Var
1 3.62 4.00 5.00 1.00 1.03 1.06
2 3.31 3.00 5.00 1.00 1.11 1.22
3 3.65 4.00 5.00 1.00 1.17 1.36
4 3.63 4.00 5.00 1.00 1.18 1.39
5 3.47 4.00 5.00 1.00 1.22 1.50

consistent with the results for individual sentences. The descriptive statistics for naturalness scores
across all sentences can be seen in Table 14. From the mean and median values, Configurations 2
and 5 performed slightly worse than the baseline in terms of naturalness, indicating potential neg-
ative impacts. Subsequently, t-tests and Wilcoxon tests were conducted to examine the statistical
significance of the overall data, and the results can be found in Table 15.

Table 15: t-Test and Wilcoxon Test Results for All Sentences

Aspect Comparison Group Test Type t/w-value p-value

Intelligibility

C2 vs C1 t 3.38 0.00079
Wilcoxon 1288.0 1.29e-07

C3 vs C1 t 9.60 9.91e-20
Wilcoxon 486.0 9.57e-21

C4 vs C1 t 10.44 1.19e-22
Wilcoxon 450.0 7.51e-23

C5 vs C1 t 16.16 2.81e-45
Wilcoxon 81.0 3.15e-29

Naturalness

C2 vs C1 t -2.84 0.00473
Wilcoxon 1504.0 0.00017

C3 vs C1 t 0.28 0.78282
Wilcoxon 3272.5 0.85420

C4 vs C1 t 0.14 0.89093
Wilcoxon 3075.0 0.91944

C5 vs C1 t -1.30 0.19509
Wilcoxon 3688.5 0.09967

In terms of intelligibility, the p-values for both the t-tests and Wilcoxon tests for all adjustments
are less than 0.05. Combined with the positive t-values, this indicates that these four adjustments
have a significant impact on improving overall speech intelligibility. Notably, Lombard speech (Con-
fig 5), with the highest t-value (16.16), once again proves that combined adjustments can maximally
enhance intelligibility.

In terms of naturalness, Configuration 2 has p-values less than 0.05 for both the t-test and
Wilcoxon test, and since the t-value is negative, it demonstrates that increasing duration (Config
2) has a significant impact on reducing the naturalness of the baseline speech. It is also noteworthy
that Configuration 5 shows a trend towards decreasing naturalness (with a t-value of -1.3), and its
p-value is close to 0.05, approaching significance in decreasing naturalness. This implies that while
typical Lombard speech significantly enhances intelligibility, there is a potential risk of reducing
naturalness, which needs to be carefully balanced in practical applications.
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This approach allows comparisons within the same sentence to precisely assess the impact of
different configurations and across different sentences to evaluate the consistency of these effects in
varied contexts. By aggregating the results across all sentences, broader trends can be identified and
more generalized conclusions can be drawn about the effectiveness of different acoustic adjustments.

4.2 Objective Evaluation Results
In the following analysis, the objective metrics of Character Error Rate (CER) and Word Error Rate
(WER) are examined for different configurations across three sentences. Line graphs are used to
illustrate the performance of each configuration in terms of objective intelligibility. The results are
shown in the figure below.

Figure 2: Combined CER and WER Values for Different Configurations Across Three Sentences

As illustrated in Figure 2, Sentence 2 and Sentence 3 exhibit a consistent trend where various
configurations reduce WER and CER to varying degrees compared to the baseline Configuration 1,
indicating higher objective intelligibility. This result aligns with the subjective evaluation results
for Sentence 2 and Sentence 3, suggesting that all four modifications effectively enhance intelli-
gibility. Sentence 1 is an exception where adjusting duration (Config 2) and F0 (Config 3) show
increased WER and CER compared to the baseline, indicating lower objective intelligibility. This
is inconsistent with the subjective evaluation results for Sentence 1, highlighting the differences be-
tween subjective and objective evaluations. This also underscores the necessity of complementing
subjective and objective evaluations.

Considering the three sentences as a whole, typical Lombard speech (Config 5) demonstrates
the best overall performance in terms of CER and WER, indicating higher objective intelligibility.
This is consistent with the statistical performance in subjective evaluation, suggesting that typical
Lombard speech significantly enhances TTS voice intelligibility in noisy environments. Similarly,
adjusting spectral tilt (Config 4) also shows relatively stable performance, with error rates equal to
or significantly lower than the baseline, thus improving intelligibility. This is also consistent with
the subjective tests. For adjusting F0 (Config 3) and duration (Config 2), lower error rates compared
to the baseline are observed in Sentence 2 and Sentence 3, which is consistent with the subjective
test results in improving intelligibility in these two sentences.

Through the presentation and brief analysis of subjective test results and objective intelligibility
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results, a preliminary discussion has been conducted regarding the research question and hypotheses.
In the next section, the results will be thoroughly discussed, detailing how they answer the research
question and whether the hypotheses are validated.





Section 5 DISCUSSION 35

5 Discussion
Based on the data analysis results from the previous section, clear answers to the research questions
and hypotheses have emerged. This section will delve into these results, examining the validation of
each hypothesis to gain a more comprehensive understanding and interpretation of their significance.
Additionally, potential influencing factors and explanations will be discussed.

5.1 Validation of the First Hypothesis
Hypothesis 1 posits that comprehensively adjusted speech (Config 5), which represents typical Lom-
bard speech (with increased intensity, F0, duration, and flatter spectral tilt), can enhance the natu-
ralness of synthetic speech in noisy environments. However, based on the descriptive statistics and
correlation tests for naturalness in the subjective tests, Hypothesis 1 is rejected.

From the results of the t-tests and Wilcoxon tests, in terms of naturalness, whether analyzing
individual sentences or the combined analysis of the three sentences, the correlations for Config
5 compared to the baseline do not reach the significance level (p-values are all greater than 0.05).
Therefore, it cannot be concluded that comprehensively adjusted speech features can improve the
naturalness of synthetic speech in noisy environments.

Additionally, it is noteworthy that in the descriptive statistics for Sentences 1 and 3, the mean
naturalness scores for Config 5 are lower than those for the baseline. Moreover, in the statistical
test data for these two sentences, the t-values for Config 5 compared to the baseline are negative,
indicating that Config 5’s naturalness performance is weaker than the baseline. Although the p-
values do not indicate significant correlations, this suggests a potential negative impact of typical
Lombard speech on naturalness that warrants attention.

5.2 Validation of the Second Hypothesis
Hypothesis 2 posits that solely flattening the spectral tilt can improve the naturalness of synthetic
speech in noisy environments. However, based on the descriptive statistics and correlation tests for
naturalness in the subjective tests, Hypothesis 2 is invalidated.

From the results of the t-tests and Wilcoxon tests, in terms of naturalness, whether analyzing
individual sentences or the combined analysis of the three sentences, the p-values for speech with
flattened spectral tilt (Config 4) compared to the baseline are all greater than 0.05. This indicates
that the correlations do not reach the significance level. Therefore, it is evident that solely flattening
the spectral tilt can not improve the naturalness of synthetic speech in noisy environments.

Additionally, the descriptive statistics and t-test values for Sentences 1 and 2 show that the nat-
uralness of Config 4 is slightly better than the baseline, but it is slightly worse than the baseline in
Sentence 3. This instability, combined with the t-test results, further confirms that solely flattening
the spectral tilt does not have a significant impact on improving the naturalness of synthetic speech
in noisy environments, thereby refuting Hypothesis 2.

5.3 Validation of the Third Hypothesis
Hypothesis 3 posits that independently increasing F0 will not effectively improve intelligibility and
naturalness of synthetic speech in noisy environment.
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In terms of subjective intelligibility, both the individual sentence and overall descriptive statistics
show that the mean values of increased F0 (Config 3) are superior to the baseline. The t-tests and
Wilcoxon signed-rank tests also demonstrate significant correlations (p-values far less than 0.05),
effectively confirming that solely increasing F0 can significantly enhance the intelligibility of syn-
thetic speech in noisy environments. In terms of objective intelligibility, Config 3 shows significantly
lower error rates compared to the baseline in Sentences 2 and 3, indicating a clear improvement in
objective intelligibility. However, in Sentence 1, the objective intelligibility of Config 3 is slightly
lower than the baseline. Combining the subjective results and most of the objective intelligibility
results, it can be concluded that solely increasing F0 has the strong potential to significantly improve
speech intelligibility in noisy environments.

Regarding naturalness, although Config 3’s naturalness scores are slightly higher than the base-
line in Sentences 1 and 3 and slightly lower in Sentence 2, the t-tests and Wilcoxon signed-rank tests
do not reach significance (p-values greater than 0.05). This indicates that solely increasing F0 does
not have a significant effect on the naturalness of speech in noisy environments.

In conclusion, independently increasing F0 can effectively improve speech intelligibility in noisy
environments but does not have a significant effect on naturalness. Therefore, Hypothesis 3 is par-
tially validated.

5.4 Validation of the Forth Hypothesis
Hypothesis 4 posits that independently increasing duration will effectively improve intelligibility
and naturalness of synthetic speech in noisy environment.

In terms of subjective intelligibility, the descriptive statistics indicate that the mean values of
increased duration (Config 2) are superior to the baseline across both individual sentences and overall
analysis. Significant correlations were observed in Sentences 2 and 3 as well as in the overall data,
suggesting that solely increasing duration can significantly enhance the subjective intelligibility of
speech in noisy environments. For objective intelligibility, Config 2 outperformed the baseline in
Sentences 2 and 3, though it was slightly lower than the baseline in Sentence 1. Combining both
subjective and objective intelligibility results, it can be concluded that solely increasing duration has
the potential to significantly improve intelligibility.

Regarding naturalness, the descriptive statistics for individual sentences and overall analysis
show that the mean and median values of Config 2 are lower than those of the baseline. Signifi-
cant negative correlations were found in Sentence 1 and the overall data, indicating that increasing
duration significantly reduces naturalness in these cases. While significant correlations were not ob-
served in Sentences 2 and 3, the results nearly reached significance, suggesting a potential negative
impact of increased duration on naturalness

In summary, solely increasing duration has the potential to significantly improve intelligibility
but also negatively impacts naturalness. Therefore, Hypothesis 4 is partially validated: while it does
not consistently improve intelligibility or reduce naturalness in all cases, it demonstrates significant
effects on both aspects.

5.5 Summary of Research Questions and Hypotheses
The above discussion provides a detailed analysis of the experimental results in relation to the re-
search questions and hypotheses. For clearer understanding, the summary is as follows:
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The first research question addresses whether the combined adjustment of acoustic features,
specifically typical Lombard speech, can enhance the naturalness of speech in noisy environments.
The hypothesis posited that it would. However, experimental results disproved this hypothesis, indi-
cating that in practical applications, typical Lombard speech is insufficient to significantly enhance
the naturalness of speech in noisy environments, and other methods need to be explored. Notably,
although not directly related to the research question, the experimental results showed that Lombard
speech significantly improved speech intelligibility in noisy environments, corroborating previous
studies.

The second research question examines whether merely flattening the spectral tilt can improve
the naturalness of speech in noisy environments. The hypothesis posited that it would. However,
experimental results invalidated this hypothesis, suggesting that flattening the spectral slope inde-
pendently cannot achieve improvements in naturalness in practical applications, and further methods
need to be investigated. Additionally, the results support the notion that flattening the spectral tilt
can effectively enhance speech intelligibility.

The third research question concerns F0 and whether solely increasing F0 can improve speech
intelligibility and naturalness in noisy environments. The hypothesis posited that it would not. The
experimental results partially validated this hypothesis, showing that while increasing F0 does not
significantly affect naturalness, it can enhance speech intelligibility in noisy environments. This
finding suggests that F0 is a crucial speech feature for improving intelligibility in practical noisy
environments.

The fourth research question explores whether independently increasing duration can improve
speech intelligibility and naturalness in noisy environments. The hypothesis posited that it would.
The experimental results partially validated this hypothesis, indicating that although increasing du-
ration can enhance speech intelligibility in noisy environments, it also reduces naturalness. This
finding suggests that in practical applications, balancing intelligibility and naturalness is essential
when adjusting the duration of speech to achieve optimal results.

In summary, whether it is independently increasing F0, increasing duration, flattening spectral
tilt, or the combined adjustment of typical Lombard speech, all these methods can enhance speech
intelligibility in noisy environments. However, for naturalness, the negative impact of solely increas-
ing duration should be noted, while other acoustic features do not have a significant effect. Further
exploration is needed to find effective ways to improve speech naturalness in noisy settings.

This summary has comprehensively enhanced the understanding of the contributions of different
acoustic features to speech intelligibility and naturalness in noisy environments. The next section
will summarize and highlight the key findings, while further discussing future research directions.
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6 Conclusion
In the conclusion section, a summary of the main contributions of the research will be presented
first, along with an examination of the limitations and future research directions. Through this
approach, the thesis aims to provide valuable insights into the field and lay the groundwork for
future investigations.

6.1 Summary of the Main Contributions
In this study, the effectiveness of various acoustic feature modifications on the intelligibility and
naturalness of TTS voice in noisy environments was rigorously evaluated. This evaluation was
conducted through a combination of subjective listening tests and objective metrics, providing a
comprehensive analysis of how these modifications impact user perception and recognition accuracy.

Through detailed data analysis and comprehensive discussion, this study first partially validates
previous research on Lombard speech, confirming that both typical Lombard Speech and spectral tilt
flattening can effectively improve the intelligibility of synthetic speech in noisy environments. This
is clearly demonstrated in the descriptive statistics, the correlation analyses of subjective intelligibil-
ity, as well as the objective intelligibility data.

Secondly, this study addresses and validates the research questions and hypotheses based on
identified gaps, providing novel findings. These findings include: enhancing F0 independently can
significantly improve the intelligibility of TTS voice in noisy environments; increasing duration
alone can enhance intelligibility but also decreases naturalness, thus requiring a balance in practical
applications; and adjustments to other acoustic features did not significantly impact naturalness,
indicating that future research on naturalness should consider more dimensions.

Overall, this study contributes to understanding how modifications of specific acoustic features
affect the intelligibility and naturalness of synthetic speech in noisy environments, offering valuable
insights into the interaction between acoustic features and user perception. This, in turn, facilitates
the provision of more intelligible and natural synthetic voices in real-world environments.

6.2 Limitations and Future Research
While the findings enhance understanding of how different acoustic characteristics affect synthetic
speech intelligibility and naturalness in noisy environments, it is crucial to discuss the limitations
that could provide valuable insights for future research.

Firstly, this study selected a train station as the representative noisy environment, using 80dB
of ambient noise as the test condition, to validate the intelligibility and naturalness of synthetic
voice in such an environment. However, this choice of noise environment has certain limitations.
Future studies should explore a wider range of noise levels and more diverse noise environments,
such as babble noise, to comprehensively verify the impact of different acoustic parameters on the
intelligibility and naturalness of TTS voice across various noise conditions.

Secondly, to control variables, this study generated five different acoustic configurations for each
sentence, all with the same content. During the listening tests, despite efforts to mitigate the priming
effect by randomizing the stimuli, inserting non-scoring distractors, and instructing listeners not to
repeat the audio content, it was still impossible to completely avoid this effect, which can enhance
intelligibility due to repeated exposure to the same sentence content. Therefore, future research and
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experimental design should consider using stimuli with different content while controlling variables.
For example, narrowing the scope of variables to generate only two different parameter configura-
tions per sentence and placing them farther apart in the questionnaire, while increasing the diversity
of the overall sentence content. By designing experiments more meticulously, the priming effect on
the results can be minimized to the greatest extent possible.

Lastly, in evaluating naturalness, this study primarily focused on the dimension of human-
likeness. The findings indicated that merely increasing the duration significantly diminished human-
likeness, whereas other adjustments had minimal impact. Future research on naturalness assessment
should consider a more comprehensive evaluation framework, encompassing multiple dimensions:
the naturalness of intonation to assess the alignment of synthetic speech intonation patterns with
those of natural speech; the fluency of prosody to examine the rhythm, stress, and overall fluency
of the speech; and the naturalness of emotional expression to evaluate how effectively synthetic
speech conveys emotions. By incorporating these dimensions, future studies can more thoroughly
investigate the impact of various acoustic features on speech naturalness, thereby providing stronger
guidance for enhancing the naturalness of TTS voice in noisy environments.

By summarizing the contributions of this research and looking towards future research directions,
this thesis aims to contribute to and lay a foundation for TTS technology research in noisy environ-
ments. This study has identified key acoustic features that enhance the intelligibility and naturalness
of synthetic speech in real-world noisy settings, providing a clear direction for further optimization
of TTS systems. It is hoped that these efforts will promote the development of more user-centered
synthetic speech, especially in addressing the challenges of real-world noise environments. Future
research will explore a broader range of acoustic conditions and a wider spectrum of evaluation
dimensions to develop more adaptive, user-centered TTS systems, continuously enhancing the inter-
active experience of synthetic speech in real-world noise environments.
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